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FOREWORD:

A Matter of Record

In the analysis of behavior, a cumulative record is a graph that conveniently shows how
behavior changes over time. It is produced in the laboratory by a marking device that
moves horizontally at a constant rate over time and vertically with each response in
steps of constant size. Thus, the record becomes steeper with faster responding and
shallower with slower responding, so that moment-to-moment changes in rate of
responding can easily be seen as changes in the slope of the record. As the title for a
collection of papers by B. F. Skinner, the person who first used the cumulative recorder
in studying behavior, Cumulative Record is a pun of sorts, as the author himself noted
in the First Edition’s Preface, which directly follows this Foreword.

The First Edition. According to a letter to Skinner from Dana Ferrin, the president of
Appleton-Century-Crofts, this book was first published on April 27, 1959 [4/5/1960
letter from DHF to BFS]. It included 427 pages with thirty papers, fewer than half of
those Skinner had published by then.

Most of the papers were preceded by introductions. These were usually brief,
sometimes no more than an acknowledgment of permission to reprint. But on about a
dozen occasions the introductions either placed an article in its intellectual context or
described the circumstances of its creation. Upon reading them after publication,
however, Skinner had strong second thoughts about their appropriateness. In a 1960
letter to Dana Ferrin, his publisher, he had described his concerns this way:

... I am wondering how the sales have gone and how near you are to a reprinting. I am
unhappy about the introductory materials. I don’t believe the light touch which I intended
always comes off, and I hope eventually to see a soberer presentation, possibly with all of the
commentaries omitted. During the next two or three years, other papers will be turning up
which might be included and which should add to its sales. For example, a recent paper of
mine on our wartime work on pigeon-directed missiles is attracting attention and would be
worth including in a new edition.... What would you think of an eventual second edition,...
adding a few published papers but four or five unpublished papers? [BFS to DHF, 3/30/1960]

Years later Skinner described his doubts about the introductions, as well as the
origins of the book itself, in 4 Matter of Consequences (1983), the final volume of his
autobiography:

For years I had had a sublime faith that the truth would prevail. I was quite content to get
my papers into print somewhere; those who needed them would find them. (It was a useful
principle, for it permitted me to continue working in isolation when isolation was probably
more valuable than being influential.) I may have been right about a future historian of ideas
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grubbing about in a library, but I was wrong about my contemporaries. They were not
reading all my work, and in taking stock during my Putney sabbatical I considered putting
together a book of collected papers. I could think of eighteen that could be included, but
when the manuscript went off in October 1958, it contained thirty. I called the book
Cumulative Record.... (p. 163)

Perhaps because 1 was getting a book “for nothing,” I went about preparing Cumulative
Record in a curiously debonair way. The very title was a pun. My preface contained a
cumulative curve showing the number of words in the papers plotted against the year of
publication (and the publishers put it on the cover above my name). I wrote a brief
introduction for each paper and added “A Word about Boxes.”

When I saw my first copy, I knew that something was wrong: I had been boasting! I had
told the reader that “Freedom and the Control of Men” had been reprinted in the French and
Italian editions of Perspectives U.S.A.; that Gertrude Stein had said of me as a psychologist
that “... when he is not too serious he is a pretty good one”; that although my chapter in The
Behavior of Organisms on “The Conceptual Nervous System” had been “interpreted as
showing an anti-physiological or anti-neurological bias,” I believed the book was “a positive
contribution to physiology”; that when a questionnaire was sent to seventy-three couples who
had used baby-tenders for one hundred thirty babies, all but three had described the device as
“wonderful... with physical and psychological benefits [which] seemed to warrant extensive
research....” (pp. 163-164)

I was dismayed. I was advertising the “Skinner Box,” dropping names, and showing off
my Latin and my wit by punning in Latin. What would the many friends to whom I had sent
copies think of me? Dick Herrnstein was one of them, and my anxiety was somewhat
assuaged when he was surprised to hear that I was concerned. Had anyone criticized me? He
thought the material was charming. But I suffered acutely, and within a year I had persuaded
the publishers to bring out an enlarged edition. It was “enlarged” by the addition of only three
papers, added without repaginating, but with most of the offending material removed. As I
wrote in a note: “Gone are the personal touches... gone is my acute shame in thinking about
them.” (p. 165)

Despite Skinner’s unease with some aspects of his book, his fourth in seven years, he
could hardly have done better in its reception. The major review, by Harold Schlosberg
in the January 1960 issue of the American Psychological Association’s Contemporary
Psychology, began with the flattering words “Long have I regarded Fred Skinner as a
potential third member of a trinity, along with Freud and Pavlov.” Although Schlosberg
quite properly concluded his review by noting that any final evaluation of Skinner’s
contributions would rest with future generations, he made clear his own admiration for
their importance and consistency. He made no comment on the suitability of the
introductory material.

The Enlarged Edition. In early April 1960, Dana Ferrin reported to Skinner that about

1,200 copies of Cumulative Record had been sold during the 11 months since
publication. “Since we printed 2,500 copies, there is little likelihood of our running a
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new printing in less than two years. However, one can never tell.” [4/5/1960 letter from
DHF to BFS] Sales must have continued strong because another printing followed in
1961, affording Skinner the opportunity to deal with his misgivings about the
introductions as well as to add a few articles. The three papers that he added were “The
Design of Cultures,” “Why We Need Teaching Machines,” and “Pigeons in a Pelican.”

He dealt with his “acute shame” in several ways. First, he changed the tone of his
prose. Compare the vigorous first paragraph of the original introduction to “The
Concept of the Reflex in the Description of Behavior” to his revision. “This paper...
still seems to me important for three reasons. In the first place, it was an early example
of....” was compressed to “This paper... was an early example of....” He now avoided
writing in first person: “I believe the clue to the definition of reflex came from Bertrand
Russell” became “The clue to the definition of reflex may have come from Bertrand
Russell.” A few sentences later, “I supported the argument with a Machian analysis...”
became “The argument could be supported by a Machian analysis....” He sometimes
diminished the informality of his prose, discarding a sentence in the introduction to
“Psychology in the Understanding of Mental Disease” that stated: “My own scattered
comments reveal a concern with the operational definition of terms in the field....”

Not all of the “offending material” that caused him such distress was modified. For
example, he did not back off from asserting that “... a statement of behavioral facts in a
form which most readily makes contact with physiological concepts and methods”
constitutes “a positive contribution to physiology.” He continued to note that “Freedom
and the Control of Men” had been reprinted in the French and Italian editions of
Perspectives U.S.A. And, in the introduction to “A Case History in Scientific Method,”
which was his response to a request for a quite formal paper, the mild “My reaction
was the present paper” became the stronger and more accurate “The present paper
scarcely follows this plan.”

The introduction to “Has Gertrude Stein a Secret?” caused Skinner perhaps the most
discomfort. He shortened it by half, removing the paragraph on Harvard’s Society of
Fellows, where he had called attention to the fact that his paper was the first to be
published by a Junior Prize Fellow and listed some of the Harvard luminaries with
whom the fellows dined weekly, a group that included Alfred North Whitehead as well
as the university’s president and immediate past-president. He also excised the final
paragraph, which was devoted to Miss Stein’s reaction to the article itself when it first
appeared in the Atlantic Monthly and which contained the words of praise he cited in
the quotation given above from his autobiography.

The last article in the First Edition was Skinner’s contribution to the October 1945
issue of the Ladies Home Journal, “Baby in a Box.” For the Enlarged Edition, he left
unchanged his introduction, where he reported on the overwhelmingly favorable
reviews his “Air-Crib” had received from users, but removed the free-standing
afterword, “A Word about Boxes,” in which he first recounted the origin of the
magazine article’s title—the editors had supplied it—and the numerous ways in which
boxes had entered his life (baby box, Skinner box, even the teaching machine), and
then told of the occasion where he was prompted to make the delightful “box populi”
Latin pun that later caused him grief when he saw it in print and concluded that he had
been “showing off my Latin and my wit.”

The Third Edition. In November 1969, Skinner wrote to Jack Burton, his editor at
Appleton-Century-Crofts, as follows:
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I am currently at work on three papers given during the past year, each of which is to be
published in an appropriate place. I shall then be turning my attention entirely to book length
manuscripts. This seems, therefore, a good time to think of a third edition of Cumulative
Record. 1 very much doubt whether I will be writing any other papers during the next five
years. A third edition of Cumulative Record would, therefore, serve for many years as the
one convenient source of all my papers not reprinted elsewhere.

After describing the articles that he wanted to add or delete, Skinner concluded:

In summary I am proposing to add five substantial papers and several short articles. This
seems to me to justify a new edition particularly in view of the fact that there will be no other
articles to add for at least many years to come. [BFS to JKB, 11/10/1969]

(Note that Skinner was unduly pessimistic about his subsequent productivity; in
addition to his books, he published about four papers per year for the next two
decades.)

A few weeks later, Jack Burton agreed that a new edition was appropriate but, noting
that they still had “a little over one year’s supply on hand,” suggested that they aim for
publication “early in 1971.” [JKB to BFS, 11/25/1969]

The 604-page Third Edition actually appeared in 1972. It contained 18 additional
papers, but two articles on teaching machines were deleted because they had been
revised and included in The Technology of Teaching (1968). Also deleted were the
excerpts from “Some Contributions of an Experimental Analysis of Behavior to
Psychology as a Whole,” which had appeared under the title “The Analysis of Behavior
(excerpts)” in the earlier editions. Thus this edition contained 48 papers. Among the
additional 18 papers were five that were published prior to 1961 when the Enlarged
Edition had appeared. The inclusion of this material plus the addition of a subtitle, “A
Selection of Papers,” made the nature of the collection more explicit. (Skinner’s
original selection criteria were set forth in the First Edition’s introduction to his paper
on alliteration in Shakespeare’s sonnets; see page 431 of this volume.)

Almost all introductory material was omitted from the Third Edition; Skinner
included no comment on any paper before “Has Gertrude Stein a Secret?,” more than
half way through the book. There he moved the shortened introduction of the Enlarged
Edition to the end, offering it as an epilogue (see the Appendix). Only four papers now
contained introductions, all from the more technical sections of the book. He kept the
introductions to “Two Types of Conditioned Reflex: A Reply to Konorski and Miller”
and “The Processes Involved in the Repeated Guessing of Alternatives,” omitting only
a single sentence from the latter (see the Note in the Appendix). The already
thoroughly massaged introduction to “The Concept of the Reflex in the Description of
Behavior” was retained and is included in the Appendix so that it may be compared
with the First Edition version, which starts on page 475 of the present volume.

In the introduction to the Estes and Skinner paper, “Some Quantitative Properties of
Anxiety,” Skinner had originally written that the behavioral technique they described
“... has proved to be a useful baseline in studying measures which ‘relieve anxiety’ in
human subjects.” This was no more than a statement of fact; by that time many
pharmaceutical companies were using variants of the procedure as part of their efforts
in the rapidly growing field of psychopharmacology. Nevertheless, he dropped this
sentence from the Third Edition.

14



Apart from his 1960 statement in the first letter to Dana Ferrin cited above—*I don’t
believe the light touch that I intended always comes off, and I hope eventually to see a
soberer presentation, possibly with all the commentaries omitted”—nothing we have
found in Skinner’s correspondence with his publisher alluded to dropping the
introductory commentaries. Since it was he who prepared a paste-up manuscript for
this revision from cut sheets provided by his editor, Skinner probably simply deleted
most of the introductions at that time. [JKB to BFS, 11/25/1969; BFS to JKB,
12/1/1969]

We do know that saving space was not a consideration in the deletions. Acting with
remarkable foresight shortly after publication, one of us, near the end of a letter dealing
with other matters, asked Skinner why he had made these changes.

... I was disturbed to see that the new edition of Cumulative Record does not contain the
introductions to the articles that appeared in the earlier editions. I missed them and think that
the readers will miss them. I hope you write introductions for some of the articles that you
add to the next edition. These are little footnotes to history which are valuable; I hate to see
them jettisoned to save a few pennies on the price of a book. [VGL to BFS, 9/1/1972]

Skinner replied:

The introductory material was not left out of the third edition for reasons of economy. It
was my own decision and I thought it had the advantage of cementing the book as such rather
than keeping it disjointed as a collection of papers. Maybe I was wrong. [BFS to VGL,
9/14/1972]

A decade later, in the poignant “Epilogue” to 4 Matter of Consequences (1983),
some pages after recalling: “I have said that ‘I was taught to fear God, the police, and
what people will think,”” this is how Skinner addressed his emotional reaction to the
first appearance of the introductory material:

I now see that I greatly exaggerated the extent to which the first edition of Cumulative
Record was boastful and that I suffered unnecessarily. [p. 410]

Four features of previous editions deserve brief mention before we describe the
present volume: the revisions made by Skinner in the successive prefaces, his revisions
within articles, his choice of a title, and his use of quotations.

The three prefaces. The prefaces also reflected their author’s attempt to switch to a
more impersonal voice. All three immediately follow this Foreword. In the Preface to
the First Edition, Skinner included a figure showing the total words contained in the
papers chosen for the book, plotted cumulatively, for the years between 1930 and 1958,
and devoted most of the Preface to discussing the figure. He had published
approximately 160,000 words, averaging about 3,600 words per year through 1955 and
23,000 per year for the next three years, “a period of heightened activity” that reflected
a sharp increase in invited papers. This did not include his books, which he noted
constituted competing behavior for writing other papers. He used labeled arrowheads
on the cumulative record to indicate when the five books had been written. Also
excluded from the graph were “19 papers which would greatly have increased the slope
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between 1931 and 1937” but had been used in The Behavior of Organisms (1938). He
also pointed out that Schedules of Reinforcement (with Charles B. Ferster, 1957)
contained material that “would normally have appeared in papers during the early
50’s.”

For the much shorter Preface in the 1961 Enlarged Edition, Skinner updated the
cumulative record but removed the book titles and arrowheads. As in the revised
introductions, he moved to the passive voice and excised almost all discussion of his
own behavior. He mentioned neither his editorial changes to the introductions nor his
excision of “A Word About Boxes,” the afterword that had accompanied “Baby in a
Box.”

The Preface to the 1972 Third Edition was only nine lines long and the cumulative
record itself disappeared, the author noting that “there seems to be no point in
extending the cumulative record which appeared in earlier editions to explain my title.”

We contemplated preparing an updated cumulative record for this new edition, but it
was not feasible for us to undertake word counts across the many articles published
with different fonts in different formats, nor could we resolve the problem of units.
Publication counts that weigh a single-paragraph book review as heavily as entire
books are inadequate, and even word counts fail to consider the contribution of figures
rich in data. If one picture is worth a thousand words, then Schedules of Reinforcement
outweighs all of his other work; it includes more than 900 figures. We leave it for
others to explore such quantification when all of Skinner’s writings are eventually
available in an electronic format that would ease the labor of such a task. (One attempt,
displaying cumulative plots of books and other publications separately, appears on the
B. F. Skinner Foundation Internet site, in connection with an extensive bibliography
originally compiled by Epstein for Todd & Morris (1995).

Skinner’s revisions within articles. Skinner’s copies of the first two editions have
notes in his hand that perhaps were plans for changes to be incorporated into the Third
Edition. For example, the third paragraph of “The Operational Analysis of
Psychological Terms,” which begins with “The operationist...,” had been rewritten in
the plural, “Operationists...,” thereby allowing him to replace the later “He has not...”
with the ungendered “They have not....” But these and other changes were never made.
Perhaps Skinner had reservations about archival problems if the reprinted versions no
longer agreed with the originals. He even identified but let stand some substantive and
grammatical errors. For example, the seventh paragraph in the section “Complex
Learning” in “Are Theories of Learning Necessary?” ends with an example in which
the 50 percent success rate by chance of a pigeon’s matching-to-sample responses is
referred to as fixed ratio reinforcement. Although Skinner corrected his copy to
“variable ratio,” the text remained as “fixed ratio” in all editions.

In other contexts, Skinner did revise some of his earlier work. For example, when he
later prepared some of his classic papers for commentary in the special December 1984
issue of the journal Behavioral and Brain Sciences (revised as Catania & Harnad,
1988), he eliminated much of the sexist language and modernized some of the technical
vocabulary (e.g., replacing periodic with intermittent, and induction with
generalization). He also revised some passages in which he had written about the
reinforcement of organisms, changing them so that responses were instead reinforced.

Cumulative Record as a title. Cumulative Record, first appearing in 1959, was
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Skinner’s sixth book, and its punning title was totally original, at least within

psychology.1 So were the titles of his fourth and fifth books, Schedules of
Reinforcement and Verbal Behavior, both published two years earlier in 1957.

For his first three books, Skinner had used names which resonated with titles used by
others. The choice of The Behavior of Organisms may have been influenced by Jacques
Loeb’s The Organism as a Whole (1916), which he had read while an undergraduate
(Skinner, 1976, p. 296; cf. Catania, 1992, for a discussion of the significance of the
term “organism” in Skinner’s writings), and perhaps by Herbert S. Jennings’ Behavior
of the Lower Organisms (1906). Walden Two (1948), of course, pays tribute to
Thoreau’s Walden. Science and Human Behavior (1953) resembles Science and the
Modern World (1925), the book that attracted him to Alfred North Whitehead’s course
at Harvard (Skinner, 1979, p. 30) and which, incidentally, contains the statement:
“Science is taking on a new aspect that is neither purely physical nor purely biological.
It is becoming the study of organisms” (Whitehead, 1925, p. 103).

In choosing The Analysis of Behavior (1961) as the title of the programmed text he
co-authored with J. G. Holland only two years after Cumulative Record appeared,
Skinner may have been influenced by the name of a course he took with W. J. Crozier
during his first year as a graduate student at Harvard, “The Analysis of Conduct.”
(“Crozier used ‘conduct’ because Watson and the psychologists had sullied ‘behavior.’
“—Skinner, 1979, p. 44)

The use of quotations. Skinner always had an eye for felicitous statements by others
and frequently relied upon an apt quotation to help make a point. The very first
paragraph of Science and Human Behavior contains a long direct quotation from a
seventeenth century scientist, Francesco Lana, upon which Skinner bases a discussion
of the use and misuse of science. In Particulars of My Life, he credits his friend Alf
Evers’ remark that “Science is the art of the twentieth century” with influencing his
turn from literature to science (Skinner, 1976, p. 291). Incidentally, his title is from
Shakespeare’s Henry IV, Part 1. “Do thou stand for my father and examine me on the
particulars of my life” and he placed the quotation on a page among the front matter.
Near the end of Walden Two, he quotes a passage from Thoreau’s Walden, which
concludes with the delightful sentence, “The sun is but a morning star.” This was his
original title for the book, changed at the last minute because another star title was
already on the market (Skinner, 1979, p. 330).

Many of Skinner’s articles, especially those aimed at general audiences, quote
liberally, usually from literary rather than scientific sources. The first paper in this
collection, “Freedom and the Control of Men,” is especially notable, with quotations
from Marcus Aurelius, Dostoevsky, Lord Acton, Ralph Barton Perry, Joseph Wood
Krutch, T. H. Huxley, T. S. Eliot, Aldous Huxley, and Dean Acheson.

The earlier editions of Cumulative Record contained a single freestanding quotation
on a page otherwise blank, from Shakespeare’s Timon of Athens. It can be found on
page 68 of this volume and is one of the only two instances where Shakespeare used a
word that Skinner much later claimed for his own: “... sauce his palate with thy most
operant poison.” The other, from Hamlet, now appears on page 660 of this edition.

This “Definitive” Edition. Cumulative Record was not Skinner’s only collection of
papers. Just before publishing the Third Edition, he combined nine papers with some
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other material to produce Contingencies of Reinforcement: A Theoretical Analysis
(1969). Six years after the Third Edition, Reflections on Behaviorism and Society
(1978) appeared, containing 18 articles published from 1972 through 1978. Upon
Further Reflection (1987) included 14 more papers, all but one of which had been
published during the 1980s. Finally, Recent Issues in the Analysis of Behavior (1989),
published the year before he died, contained 12 more from 1986 or later. In the Preface
to that final book, he listed only these five collections, apparently not considering The
Technology of Teaching (1968) to be a collection in the same sense as the others
because only four of its 11 chapters had previously been published.

Merely reprinting the Third Edition of Cumulative Record, which went out of print
some years ago, was a course of action that was entertained briefly but rejected. Given
the history as outlined in this Foreword, a more appropriate choice for this volume
seemed to be an edition containing significant features from all the prior editions. First,
all 48 articles in the Third Edition have been retained and all of those items that
Skinner used earlier but then omitted from that edition are again included. Second, two
“new” articles (see below) have been added. Third, all of the First Edition’s
introductions have been restored to their original positions, in light of Skinner’s change
of heart concerning this material. The two introductions from the 1961 “Enlarged
Edition” that Skinner modified most extensively are presented in an Appendix. Lastly,
Robert Epstein and Julia Becerra have provided a highly useful Index to this volume.
We have also included an index to the pagination of each article in each edition of
Cumulative Record on pages 698 through 700.

Because any editorial tinkering with the text itself would have produced a flawed
archival document, none has been attempted. As it stands, the book exhibits the
evolution of Skinner’s thinking and writing style and is therefore a cultural and
historical document as well as a scientific one.

Reinstated and newly added articles. Three papers that appeared in the first two
editions but were deleted from the third have been reinstated: “The Science of Learning
and the Art of Teaching,” “Teaching Machines,” and “The Analysis of Behavior
(excerpts).” The short commentary, “A Word About Boxes,” which only appeared in
the First Edition, now appears on page 620, following “Baby in a Box.”

Two articles without a history of inclusion in any earlier edition have been added to
this edition. They were published roughly half a century apart.

The first, “The Psychology of Design,” appeared in a 1941 issue of Art Education
Today. 1t represents an early exercise by Skinner in applying psychological principles
to the understanding of visual art. Skinner omitted most of his experimental papers
from Cumulative Record on the grounds that they had been incorporated in revised
form into other books (especially The Behavior of Organisims). He also omitted replies
that would not stand alone and short technical items of specialized interest. But he
included all other papers on topics of general interest such as art and literature. This
was the only one we identified from the relevant time period for which there seemed no
rationale for exclusion. We found nothing to suggest that Skinner was dissatisfied with
the paper (he even briefly discussed it in the second volume of his autobiography—
Skinner, 1979, p. 238). Those close to him regard it as unlikely that he lost track of the
paper, even given the intervening events of World War II and his subsequent academic
moves. One guess is that some technical problem accounts for its omission. For
example, if he had included his only copies of the art for the figures when he submitted
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the article for publication, copies suitable for printing would not have been available at
the time when this book was first published.

The second newly added paper is “Can Psychology be a Science of Mind?” The
American Psychological Association presented Skinner with its first Citation for
Outstanding Lifetime Contribution to Psychology at its 1990 annual meeting in Boston,
and this paper was his response to that award. He delivered his talk on August 10. On
August 17, in the hospital on the day before he died of leukemia, he put the finishing
touches to the written version. This was his most important paper since those collected
in Recent Issues in the Analysis of Behavior, which had appeared the previous year, and
it deserves to conclude this version of Cumulative Record.

The current contents. The range of topics included in this collection defies summary
and our temptation is to let the articles speak for themselves. Shortly after its
publication, the Third Edition of Cumulative Record became a main selection of the
Behavioral Science Book Service. The Service presciently invited one of us (ACC) to
prepare a review for the flier that announced it. The review describes that edition as “a
collection of 48 papers by one of the most controversial figures of our time. To say
why this collection is worth reading, a reviewer has little more to do than list some of
the topics: scientific method; teaching machines; ESP; ethics; the design of cultures;
babies; poetry and creativity; pigeons; anxiety; Pavlov; psychoanalysis.” Later it
continues: “Variety is one remarkable feature of this collection... here are such classics
as ‘The Concept of the Reflex in the Description of Behavior’ and ‘Are Theories of
Learning Necessary?’... But poetry and literary analysis are represented also.” By
including a sample list of topics, the review shares a feature of many of the reviews of
Cumulative Record that appeared at the time of the earlier editions (Knapp, 1974, pp.
37-38).

The review argues that the variety is important not so much because the book will
appeal to different readers, but also because “so many have assumed that the behavioral
point of view is necessarily narrow and intellectually confining.... The cumulative
effect of the papers in this collection will be to set the record straight.” The review
continues: “It would be misleading to emphasize the variety in these writings without
also mentioning their coherence.” That coherence can hardly be understated, especially
given that the papers in this selection were written over a period of more than forty
years—and about sixty if we include the last paper in this edition; cf. Epstein, 1995.

The body of work represented here varies stylistically as well as substantively. As it
ranges from the relatively formal prose of “The Generic Nature of the Concepts of
Stimulus and Response” to the more informal prose of “How to Teach Animals,” and
from the implications for literature of “A Lecture on ‘Having’ a Poem” to the
implications for education of “The Science of Learning and the Art of Teaching,”
Skinner reminds us again and again that behavior is a subject matter in its own right.
The analysis of behavior must justify itself in its own terms. It is of course related to
other sciences and to other levels of analysis but it need not appeal to them to
legitimize its basic units or to verify its taxonomy of behavioral processes. This stance
on the primacy of behavior is even more fundamental to the enterprise of behavior
analysis than is our understanding of such phenomena as the three-term contingency
and the shaping of behavior by its consequences. This singular contribution by Skinner
made all of the others possible.

Whether he dealt with pressing levers, behaving ethically, looking at paintings,
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pecking keys, writing poems, talking, teaching, designing cultures, pushing buttons,
doing experiments, or knowing, Skinner offered explanations of behavior in its own
terms. Consistent with the opening paragraph of “Are Theories of Learning
Necessary?” he did not appeal to “events taking place somewhere else, at some other
level of observation, described in different terms, and measured, if at all, in different
dimensions.” Whenever Skinner dealt with the details of looking and other examples of
discriminating, or with talking and thinking in the contexts of education and literature,
or with social interactions as instances of cultural practices, or with the role of the
environment in mental disease, he extended the boundaries of what we count as
behavior. And when he examined his own behavior and scientific behavior in general,
as in “A Case History in Scientific Method” or “The Flight from the Laboratory,” he
even turned behavior analysis upon itself.

The record shows that the earliest paper in this collection, “The Concept of the
Reflex in the Description of Behavior,” was written during the summer of 1930
(Skinner, 1979, p. 67). The latest, “Can Psychology Be a Science of Mind?” was
finished almost exactly 60 years later. These six decades contain a cumulative record of
accomplishment that will not soon be matched.

VICTOR G. LATIES
University of Rochester

A. CHARLES CATANIA
University of Maryland Baltimore County
December, 1998

We extend our thanks to the Harvard University Archives for courteously providing
access to B. F. Skinner’s papers; to John Gach for a helpful discussion of significant
features of historic books in psychology; and, above all, to Julie Vargas and the B. F.
Skinner Foundation for giving us the opportunity to undertake this labor of love.
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PREFACES TO THE EARLIER EDITIONS

First Edition (1959)

The reader who is not familiar with the expression “cumulative record” should take the
royal road to knowledge starting on page 178 [p. 212 in this volume]. Further
illustrations appear in Part II. As the title of a collection of papers, the expression is not
a metaphor, since the behavior of which the papers are a product can be plotted
cumulatively. Certain familiar problems arise. It is hard to identify the units of behavior
to be counted, and the curve may neglect other behavior of a similar nature occurring at
the same time. Rather arbitrary solutions to these problems do not wholly destroy the
significance of the result. Plotting total number of pages against the years in which the
papers reprinted here were published, we get Figure 1. It reveals a relatively constant
slope (a steady output) for the twenty-five year period from 1930 to 1955. A period of
heightened activity then follows.
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FIG. 1. Cumulative record of the verbal behavior recorded in this book.

The principal competing behavior consisted of writing several books, the manuscripts
of which were completed at the points indicated. These will be referred to throughout
the present volume by name only. Full citations are as follows:

The Behavior of Organisms. New York: Appleton-Century, 1938.
Walden Two. New York: Macmillan, 1948.
Science and Human Behavior. New York: Macmillan, 1953.
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Schedules of Reinforcement (with C. B. Ferster). New York: Appleton-Century-Crofts, 1957.
Verbal Behavior. New York: Appleton-Century-Crofts, 1957.

Some of these books included material previously published in papers not reprinted
here (and hence not included in the graph). Thus, the Behavior of Organisms contains
material from 19 papers which would greatly have increased the slope between 1930
and 1937 if included in the curve. Schedules of Reinforcement contains material which
would normally have appeared in papers during the early 50’s. As a report of my verbal
behavior, therefore, the rise in slope after 1954 is unduly delayed. The low slope during
the 40’s is “real,” however, and reflects other activities—principally war research and,
later, administration.

The sharply increased slope during the last four years of the graph is due to a change
in the variables controlling my behavior. Most of the papers published during this
period were “occasional” pieces—that is, they were written because I was asked to
write them. Evidently my verbal behavior is strongly controlled by the audience
variable (see Verbal Behavior, Chapter 7).

My thanks are due to the editors and publishers who have kindly given permission to
reprint. Specific acknowledgement is made in the introduction to each article. I also
have to thank Mrs. Patricia Pershan for her careful help in preparing the manuscript.
Cambridge, Mass.

B.F.S.

Enlarged Edition (1961)

If the expression “cumulative record” is not familiar to the reader, he may wish to take
the royal road to knowledge starting on page 178 [p. 212 in this volume]. Further
illustrations appear in Part II. On the principle that turnabout is fair play, the behavior
of which the present papers are a product has been plotted cumulatively in Figure 1.
Certain familiar problems arise. It is hard to identify units of behavior to be counted,
and the curve neglects other behavior of a similar nature occurring at the same time.
Arbitrary solutions to these problems do not wholly destroy the significance of the
result. When total number of pages is plotted against year of publication, the curve
shows a relatively constant slope (indicating a steady output) for the twenty-five year
period from 1930 to 1955 and a later period of heightened activity.
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FIG. 1. Cumulative record of the verbal behavior recorded in this book.

The principal competing behavior consisted of the following books, referred to
throughout the present volume by name only:

The Behavior of Organisms. New York: Appleton-Century, 1938.

Walden Two. New York: Macmillan, 1948.

Science and Human Behavior. New York: Macmillan, 1953.

Schedules of Reinforcement (with C. B. Ferster). New York: Appleton-Century-Crofts, 1957.
Verbal Behavior. New York: Appleton-Century-Crofts, 1957.

Three papers have been added to this second printing: as an addendum to Part I,
“The Design of Cultures;” as an addendum to Part III, “Why We Need Teaching
Machines;” and as an addendum to Part VIII, “Pigeons in a Pelican.”

Cambridge, Mass.
B.F.S.

Third Edition (1972)

Eighteen papers have been added to this edition, and two which may now be found
in The Technology of Teaching have been removed. Not all the new material is recent,
and there seems to be no point in extending my title.

Preparation of papers 6, 13, 14, 18, 19, 22, and 29 [these correspond to the articles
that begin on pp. 58, 254, 271, 322, 329, 379, and 467 in this volume] and editorial
work on this edition as a whole have been supported by a Career Award from the
National Institutes of Mental Health (Grant K6-MH-21, 775-01).
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PART 1

The Implications of a Science of Behavior for Human Affairs, Especially for the
Concept of Freedom

Freedom and the Control of Men

The Control of Human Behavior (Abstract)

Some Issues Concerning the Control of Human Behavior
The Design of Cultures

“Man”

The Design of Experimental Communities
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Freedom and the Control of Men

Originally written for a special issue of The American Scholar (Winter, 1955-56)
devoted to “The Human Situation Today,” at the suggestion of the editor, Hiram
Haydn, this article has been reprinted in Perspectives U.S.A. and, in translation, in the
French and Italian editions of that quarterly.

The second half of the twentieth century may be remembered for its solution of a
curious problem. Although Western democracy created the conditions responsible for
the rise of modern science, it is now evident that it may never fully profit from that
achievement. The so-called “democratic philosophy” of human behavior to which it
also gave rise is increasingly in conflict with the application of the methods of science
to human affairs. Unless this conflict is somehow resolved, the ultimate goals of
democracy may be long deferred.

Just as biographers and critics look for external influences to account for the traits and
achievements of the men they study, so science ultimately explains behavior in terms
of “causes” or conditions which lie beyond the individual himself. As more and more
causal relations are demonstrated, a practical corollary becomes difficult to resist: it
should be possible to produce behavior according to plan simply by arranging the
proper conditions. Now, among the specifications which might reasonably be
submitted to a behavioral technology are these: Let men be happy, informed, skillful,
well behaved, and productive.

This immediate practical implication of a science of behavior has a familiar ring, for
it recalls the doctrine of human perfectibility of eighteenth- and nineteenth-century
humanism. A science of man shares the optimism of that philosophy and supplies
striking support for the working faith that men can build a better world and, through it,
better men. The support comes just in time, for there has been little optimism of late
among those who speak from the traditional point of view. Democracy has become
“realistic,” and it is only with some embarrassment that one admits today to
perfectionistic or utopian thinking.

The earlier temper is worth considering, however. History records many foolish and
unworkable schemes for human betterment, but almost all the great changes in our
culture which we now regard as worthwhile can be traced to perfectionistic
philosophies. Governmental, religious, educational, economic, and social reforms
follow a common pattern. Someone believes that a change in a cultural practice—for
example, in the rules of evidence in a court of law, in the characterization of man’s
relation to God, in the way children are taught to read and write, in permitted rates of
interest, or in minimal housing standards—will improve the condition of men: by
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promoting justice, permitting men to seek salvation more effectively, increasing the
literacy of a people, checking an inflationary trend, or improving public health and
family relations, respectively. The underlying hypothesis is always the same: that a
different physical or cultural environment will make a different and better man.

The scientific study of behavior not only justifies the general pattern of such
proposals; it promises new and better hypotheses. The earliest cultural practices must
have originated in sheer accidents. Those which strengthened the group survived with
the group in a sort of natural selection. As soon as men began to propose and carry out
changes in practice for the sake of possible consequences, the evolutionary process
must have accelerated. The simple practice of making changes must have had survival
value. A further acceleration is now to be expected. As laws of behavior are more
precisely stated, the changes in the environment required to bring about a given effect
may be more clearly specified. Conditions which have been neglected because their
effects were slight or unlooked for may be shown to be relevant. New conditions may
actually be created, as in the discovery and synthesis of drugs which affect behavior.

This is no time, then, to abandon notions of progress, improvement, or, indeed,
human perfectibility. The simple fact is that man is able, and now as never before, to
lift himself by his own bootstraps. In achieving control of the world of which he is a
part, he may learn at last to control himself.

II

Timeworn objections to the planned improvement of cultural practices are already
losing much of their force. Marcus Aurelius was probably right in advising his readers
to be content with a haphazard amelioration of mankind. “Never hope to realize Plato’s
republic,” he sighed, “... for who can change the opinions of men? And without a
change of sentiments what can you make but reluctant slaves and hypocrites?”” He was
thinking, no doubt, of contemporary patterns of control based upon punishment or the
threat of punishment which, as he correctly observed, breed only reluctant slaves of
those who submit and hypocrites of those who discover modes of evasion. But we need
not share his pessimism, for the opinions of men can be changed. The techniques of
indoctrination which were being devised by the early Christian Church at the very time
Marcus Aurelius was writing are relevant, as are some of the techniques of
psychotherapy and of advertising and public relations. Other methods suggested by
recent scientific analyses leave little doubt of the matter.

The study of human behavior also answers the cynical complaint that there is a plain
“cussedness” in man which will always thwart efforts to improve him. We are often
told that men do not want to be changed, even for the better. Try to help them, and they
will outwit you and remain happily wretched. Dostoevsky claimed to see some plan in
it. “Out of sheer ingratitude,” he complained, or possibly boasted, “man will play you a
dirty trick, just to prove that men are still men and not the keys of a piano.... And even
if you could prove that a man is only a piano key, he would still do something out of
sheer perversity—he would create destruction and chaos—just to gain his point.... And
if all this could in turn be analyzed and prevented by predicting that it would occur,
then man would deliberately go mad to prove his point.” This is a conceivable neurotic
reaction to inept control. A few men may have shown it, and many have enjoyed
Dostoevsky’s statement because they tend to show it. But that such perversity is a
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fundamental reaction of the human organism to controlling conditions is sheer
nonsense.

So is the objection that we have no way of knowing what changes to make even
though we have the necessary techniques. That is one of the great hoaxes of the century
—a sort of booby trap left behind in the retreat before the advancing front of science.
Scientists themselves have unsuspectingly agreed that there are two kinds of useful
prepositions about nature—facts and value judgments—and that science must confine
itself to “what is,” leaving “what ought to be” to others. But with what special sort of
wisdom is the nonscientist endowed? Science is only effective knowing, no matter who
engages in it. Verbal behavior proves upon analysis to be composed of many different
types of utterances, from poetry and exhortation to logic and factual description, but
these are not all equally useful in talking about cultural practices. We may classify
useful propositions according to the degrees of confidence with which they may be
asserted. Sentences about nature range from highly probable “facts” to sheer guesses.
In general, future events are less likely to be correctly described than past. When a
scientist talks about a projected experiment, for example, he must often resort to
statements having only a moderate likelihood of being correct; he calls them
hypotheses.

Designing a new cultural pattern is in many ways like designing an experiment. In
drawing up a new constitution, outlining a new educational program, modifying a
religious doctrine, or setting up a new fiscal policy, many statements must be quite
tentative. We cannot be sure that the practices we specify will have the consequences
we predict, or that the consequences will reward our efforts. This is in the nature of
such proposals. They are not value judgments—they are guesses. To confuse and delay
the improvement of cultural practices by quibbling about the word improve is itself not
a useful practice. Let us agree, to start with, that health is better than illness, wisdom
better than ignorance, love better than hate, and productive energy better than neurotic
sloth.

Another familiar objection is the “political problem.” Though we know what
changes to make and how to make them, we still need to control certain relevant
conditions, but these have long since fallen into the hands of selfish men who are not
going to relinquish them for such purposes. Possibly we shall be permitted to develop
areas which at the moment seem unimportant, but at the first signs of success the strong
men will move in. This, it is said, has happened to Christianity, democracy, and
communism. There will always be men who are fundamentally selfish and evil, and in
the long run innocent goodness cannot have its way. The only evidence here is
historical, and it may be misleading. Because of the way in which physical science
developed, history could until very recently have “proved” that the unleashing of the
energy of the atom was quite unlikely, if not impossible. Similarly, because of the order
in which processes in human behavior have become available for purposes of control,
history may seem to prove that power will probably be appropriated for selfish
purposes. The first techniques to be discovered fell almost always to strong, selfish
men. History led Lord Acton to believe that power corrupts, but he had probably never
encountered absolute power, certainly not in all its forms, and had no way of predicting
its effect.

An optimistic historian could defend a different conclusion. The principle that if
there are not enough men of good will in the world the first step is to create more
seems to be gaining recognition. The Marshall Plan (as originally conceived), Point
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Four, the offer of atomic materials to power-starved countries—these may or may not
be wholly new in the history of international relations, but they suggest an increasing
awareness of the power of governmental good will. They are proposals to make certain
changes in the environments of men for the sake of consequences which should be
rewarding for all concerned. They do not exemplify a disinterested generosity, but an
interest which is the interest of everyone. We have not yet seen Plato’s philosopher-
king, and may not want to, but the gap between real and utopian government is closing.

III

But we are not yet in the clear, for a new and unexpected obstacle has arisen. With a
world of their own making almost within reach, men of good will have been seized
with distaste for their achievement. They have uneasily rejected opportunities to apply
the techniques and findings of science in the service of men, and as the import of
effective cultural design has come to be understood, many of them have voiced an
outright refusal to have any part in it. Science has been challenged before when it has
encroached upon institutions already engaged in the control of human behavior; but
what are we to make of benevolent men, with no special interests of their own to
defend, who nevertheless turn against the very means of reaching long-dreamed-of
goals?

What is being rejected, of course, is the scientific conception of man and his place in
nature. So long as the findings and methods of science are applied to human affairs
only in a sort of remedial patchwork, we may continue to hold any view of human
nature we like. But as the use of science increases, we are forced to accept the
theoretical structure with which science represents its facts. The difficulty is that this
structure is clearly at odds with the traditional democratic conception of man. Every
discovery of an event which has a part in shaping a man’s behavior seems to leave so
much the less to be credited to the man himself; and as such explanations become more
and more comprehensive, the contribution which may be claimed by the individual
himself appears to approach zero. Man’s vaunted creative powers, his original
accomplishments in art, science, and morals, his capacity to choose and our right to
hold him responsible for the consequences of his choice—none of these is conspicuous
in this new self-portrait. Man, we once believed, was free to express himself in art,
music, and literature, to inquire into nature, to seek salvation in his own way. He could
initiate action and make spontaneous and capricious changes of course. Under the most
extreme duress some sort of choice remained to him. He could resist any effort to
control him, though it might cost him his life. But science insists that action is initiated
by forces impinging upon the individual, and that caprice is only another name for
behavior for which we have not yet found a cause.

In attempting to reconcile these views it is important to note that the traditional
democratic conception was not designed as a description in the scientific sense but as a
philosophy to be used in setting up and maintaining a governmental process. It arose
under historical circumstances and served political purposes apart from which it cannot
be properly understood. In rallying men against tyranny it was necessary that the
individual be strengthened, that he be taught that he had rights and could govern
himself. To give the common man a new conception of his worth, his dignity, and his
power to save himself, both here and hereafter, was often the only resource of the
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revolutionist. When democratic principles were put into practice, the same doctrines
were used as a working formula. This is exemplified by the notion of personal
responsibility in Anglo-American law. All governments make certain forms of
punishment contingent upon certain kinds of acts. In democratic countries these
contingencies are expressed by the notion of responsible choice. But the notion may
have no meaning under governmental practices formulated in other ways and would
certainly have no place in systems which did not use punishment.

The democratic philosophy of human nature is determined by certain political
exigencies and techniques, not by the goals of democracy. But exigencies and
techniques change; and a conception which is not supported for its accuracy as a
likeness—is not, indeed, rooted in fact at all—may be expected to change too. No
matter how effective we judge current democratic practices to be, how highly we value
them or how long we expect them to survive, they are almost certainly not the final
form of government. The philosophy of human nature which has been useful in
implementing them is also almost certainly not the last word. The ultimate achievement
of democracy may be long deferred unless we emphasize the real aims rather than the
verbal devices of democratic thinking. A philosophy which has been appropriate to one
set of political exigencies will defeat its purpose if, under other circumstances, it
prevents us from applying to human affairs the science of man which probably nothing
but democracy itself could have produced.

IV

Perhaps the most crucial part of our democratic philosophy to be reconsidered is our
attitude toward freedom—or its reciprocal, the control of human behavior. We do not
oppose all forms of control because it is “human nature” to do so. The reaction is not
characteristic of all men under all conditions of life. It is an attitude which has been
carefully engineered, in large part by what we call the “literature” of democracy. With
respect to some methods of control (for example, the threat of force), very little
engineering is needed, for the techniques or their immediate consequences are
objectionable. Society has suppressed these methods by branding them “wrong,”
“illegal,” or “sinful.” But to encourage these attitudes toward objectionable forms of
control, it has been necessary to disguise the real nature of certain indispensable
techniques, the commonest examples of which are education, moral discourse, and
persuasion. The actual procedures appear harmless enough. They consist of supplying
information, presenting opportunities for action, pointing out logical relationships,
appealing to reason or “enlightened understanding,” and so on. Through a masterful
piece of misrepresentation, the illusion is fostered that these procedures do not involve
the control of behavior; at most, they are simply ways of “getting someone to change
his mind.” But analysis not only reveals the presence of well-defined behavioral
processes, it demonstrates a kind of control no less inexorable, though in some ways
more acceptable, than the bully’s threat of force.

Let us suppose that someone in whom we are interested is acting unwisely—he is
careless in the way he deals with his friends, he drives too fast, or he holds his golf club
the wrong way. We could probably help him by issuing a series of commands: don’t
nag, don’t drive over sixty, don’t hold your club that way. Much less objectionable
would be “an appeal to reason.” We could show him how people are affected by his
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treatment of them, how accident rates rise sharply at higher speeds, how a particular
grip on the club alters the way the ball is struck and corrects a slice. In doing so we
resort to verbal mediating devices which emphasize and support certain “contingencies
of reinforcement”™—that is, certain relations between behavior and its consequences—
which strengthen the behavior we wish to set up. The same consequences would
possibly set up the behavior without our help, and they eventually take control no
matter which form of help we give. The appeal to reason has certain advantages over
the authoritative command. A threat of punishment, no matter how subtle, generates
emotional reactions and tendencies to escape or revolt. Perhaps the controllee merely
“feels resentment” at being made to act in a given way, but even that is to be avoided.
When we “appeal to reason,” he “feels freer to do as he pleases.” The fact is that we
have exerted less control than in using a threat; since other conditions may contribute
to the result, the effect may be delayed or, possibly in a given instance, lacking. But if
we have worked a change in his behavior at all, it is because we have altered relevant
environmental conditions, and the processes we have set in motion are just as real and
just as inexorable, if not as comprehensive, as in the most authoritative coercion.

“Arranging an opportunity for action” is another example of disguised control. The
power of the negative form has already been exposed in the analysis of censorship.
Restriction of opportunity is recognized as far from harmless. As Ralph Barton Perry
said in an article which appeared in the Spring, 1953, Pacific Spectator, “Whoever
determines what alternatives shall be made known to man controls what that man shall
choose from. He is deprived of freedom in proportion as he is denied access to any
ideas, or is confined to any range of ideas short of the totality of relevant possibilities.”
But there is a positive side as well. When we present a relevant state of affairs, we
increase the likelihood that a given form of behavior will be emitted. To the extent that
the probability of action has changed, we have made a definite contribution. The
teacher of history controls a student’s behavior (or, if the reader prefers, “deprives him
of freedom”™) just as much in presenting historical facts as in suppressing them. Other
conditions will no doubt affect the student, but the contribution made to his behavior by
the presentation of material is fixed and, within its range, irresistible.

The methods of education, moral discourse, and persuasion are acceptable not
because they recognize the freedom of the individual or his right to dissent, but because
they make only partial contributions to the control of his behavior. The freedom they
recognize is freedom from a more coercive form of control. The dissent which they
tolerate is the possible effect of other determiners of action. Since these sanctioned
methods are frequently ineffective, we have been able to convince ourselves that they
do not represent control at all. When they show too much strength to permit disguise,
we give them other names and suppress them as energetically as we suppress the use of
force. Education grown too powerful is rejected as propaganda or “brain-washing,”
while really effective persuasion is described as “undue influence,” “demagoguery,”
“seduction,” and so on.

If we are not to rely solely upon accident for the innovations which give rise to
cultural evolution, we must accept the fact that some kind of control of human behavior
is inevitable. We cannot use good sense in human affairs unless someone engages in
the design and construction of environmental conditions which affect the behavior of
men. Environmental changes have always been the condition for the improvement of
cultural patterns, and we can hardly use the more effective methods of science without
making changes on a grander scale. We are all controlled by the world in which we
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live, and part of that world has been and will be constructed by men. The question is
this: Are we to be controlled by accident, by tyrants, or by ourselves in effective
cultural design?

The danger of the misuse of power is possibly greater than ever. It is not allayed by
disguising the facts. We cannot make wise decisions if we continue to pretend that
human behavior is not controlled, or if we refuse to engage in control when valuable
results might be forthcoming. Such measures weaken only ourselves, leaving the
strength of science to others. The first step in a defense against tyranny is the fullest
possible exposure of controlling techniques. A second step has already been taken
successfully in restricting the use of physical force. Slowly, and as yet imperfectly, we
have worked out an ethical and governmental design in which the strong man is not
allowed to use the power deriving from his strength to control his fellow men. He is
restrained by a superior force created for that purpose—the ethical pressure of the
group, or more explicit religious and governmental measures. We tend to distrust
superior forces, as we currently hesitate to relinquish sovereignty in order to set up an
international police force. But it is only through such counter-control that we have
achieved what we call peace—a condition in which men are not permitted to control
each other through force. In other words, control itself must be controlled.

Science has turned up dangerous processes and materials before. To use the facts and
techniques of a science of man to the fullest extent without making some monstrous
mistake will be difficult and obviously perilous. It is no time for self-deception,
emotional indulgence, or the assumption of attitudes which are no longer useful. Man is
facing a difficult test. He must keep his head now, or he must start again—a long way
back.

v

Those who reject the scientific conception of man must, to be logical, oppose the
methods of science as well. The position is often supported by predicting a series of
dire consequences which are to follow if science is not checked. A recent book by
Joseph Wood Krutch, The Measure of Man, is in this vein. Mr. Krutch sees in the
growing science of man the threat of an unexampled tyranny over men’s minds. If
science is permitted to have its way, he insists, “we may never be able really to think
again.” A controlled culture will, for example, lack some virtue inherent in disorder.
We have emerged from chaos through a series of happy accidents, but in an engineered
culture it will be “impossible for the unplanned to erupt again.” But there is no virtue in
the accidental character of an accident, and the diversity which arises from disorder can
not only be duplicated by design but vastly extended. The experimental method is
superior to simple observation just because it multiplies “accidents” in a systematic
coverage of the possibilities. Technology offers many familiar examples. We no longer
wait for immunity to disease to develop from a series of accidental exposures, nor do
we wait for natural mutations in sheep and cotton to produce better fibers; but we
continue to make use of such accidents when they occur, and we certainly do not
prevent them. Many of the things we value have emerged from the clash of ignorant
armies on darkling plains, but it is not therefore wise to encourage ignorance and
darkness.

It is not always disorder itself which we are told we shall miss but certain admirable
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qualities in men which flourish only in the presence of disorder. A man rises above an
unpropitious childhood to a position of eminence, and since we cannot give a plausible
account of the action of so complex an environment, we attribute the achievement to
some admirable faculty in the man himself. But such “faculties” are suspiciously like
the explanatory fictions against which the history of science warns us. We admire
Lincoln for rising above a deficient school system, but it was not necessarily something
in him which permitted him to become an educated man in spite of it. His educational
environment was certainly unplanned, but it could nevertheless have made a full
contribution to his mature behavior. He was a rare man, but the circumstances of his
childhood were rare too. We do not give Franklin Delano Roosevelt the same credit for
becoming an educated man with the help of Groton and Harvard, although the same
behavioral processes may have been involved. The founding of Groton and Harvard
somewhat reduced the possibility that fortuitous combinations of circumstances would
erupt to produce other Lincolns. Yet the founders can hardly be condemned for
attacking an admirable human quality.

Another predicted consequence of a science of man is an excessive uniformity. We
are told that effective control—whether governmental, religious, educational,
economic, or social—will produce a race of men who differ from each other only
through relatively refractory genetic differences. That would probably be bad design,
but we must admit that we are not now pursuing another course from choice. In a
modern school, for example, there is usually a syllabus which specifies what every
student is to learn by the end of each year. This would be flagrant regimentation if
anyone expected every student to comply. But some will be poor in particular subjects,
others will not study, others will not remember what they have been taught, and
diversity is assured. Suppose, however, that we someday possess such effective
educational techniques that every student will in fact be put in possession of all the
behavior specified in a syllabus. At the end of the year, all students will correctly
answer all questions on the final examination and “must all have prizes.” Should we
reject such a system on the grounds that in making all students excellent it has made
them all alike? Advocates of the theory of a special faculty might contend that an
important advantage of the present system is that the good student learns in spite of a
system which is so defective that it is currently producing bad students as well. But if
really effective techniques are available, we cannot avoid the problem of design simply
by preferring the status quo. At what point should education be made deliberately
inefficient?

Such predictions of the havoc to be wreaked by the application of science to human
affairs are usually made with surprising confidence. They not only show a faith in the
orderliness of human behavior; they presuppose an established body of knowledge with
the help of which it can be positively asserted that the changes which scientists propose
to make will have quite specific results—albeit not the results they foresee. But the
predictions made by the critics of science must be held to be equally fallible and
subject also to empirical test. We may be sure that many steps in the scientific design
of cultural patterns will produce unforeseen consequences. But there is only one way to
find out. And the test must be made, for if we cannot advance in the design of cultural
patterns with absolute certainty, neither can we rest completely confident of the
superiority of the status quo.

34



VI

Apart from their possibly objectionable consequences, scientific methods seem to make
no provision for certain admirable qualities and faculties which seem to have flourished
in less explicitly planned cultures; hence they are called “degrading” or “lacking in
dignity.” (Mr. Krutch has called the author’s Walden Two an “ignoble Utopia.”) The
conditioned reflex is the current whipping boy. Because conditioned reflexes may be
demonstrated in animals, they are spoken of as though they were exclusively
subhuman. It is implied, as we have seen, that no behavioral processes are involved in
education and moral discourse or, at least, that the processes are exclusively human.
But men do show conditioned reflexes (for example, when they are frightened by all
instances of the control of human behavior because some instances engender fear), and
animals do show processes similar to the human behavior involved in instruction and
moral discourse. When Mr. Krutch asserts that “‘Conditioning’ is achieved by methods
which bypass or, as it were, short-circuit those very reasoning faculties which
education proposes to cultivate and exercise,” he is making a technical statement which
needs a definition of terms and a great deal of supporting evidence.

If such methods are called “ignoble” simply because they leave no room for certain
admirable attributes, then perhaps the practice of admiration needs to be examined. We
might say that the child whose education has been skillfully planned has been deprived
of the right to intellectual heroism. Nothing has been left to be admired in the way he
acquires an education. Similarly, we can conceive of moral training which is so
adequate to the demands of the culture that men will be good practically automatically,
but to that extent they will be deprived of the right to moral heroism, since we seldom
admire automatic goodness. Yet if we consider the end of morals rather than certain
virtuous means, is not “automatic goodness” a desirable state of affairs? Is it not, for
example, the avowed goal of religious education? T. H. Huxley answered the question
unambiguously: “If some great power would agree to make me always think what is
true and do what is right, on condition of being turned into a sort of clock and wound
up every morning before I got out of bed, I should instantly close with the offer.” Yet
Mr. Krutch quotes this as the scarcely credible point of view of a “proto-modern” and
seems himself to share T. S. Eliot’s contempt for “... systems so perfect / That no one
will need to be good.”

“Having to be good” is an excellent example of an expendable honorific. It is
inseparable from a particular form of ethical and moral control. We distinguish
between the things we have to do to avoid punishment and those we want to do for
rewarding consequences. In a culture which did not resort to punishment we should
never “have” to do anything except with respect to the punishing contingencies which
arise directly in the physical environment. And we are moving toward such a culture,
because the neurotic, not to say psychotic, by-products of control through punishment
have long since led compassionate men to seek alternative techniques. Recent research
has explained some of the objectionable results of punishment and has revealed
resources of at least equal power in “positive reinforcement.” It is reasonable to look
forward to a time when man will seldom “have” to do anything, although he may show
interest, energy, imagination, and productivity far beyond the level seen under the
present system (except for rare eruptions of the unplanned).

What we have to do we do with effort. We call it “work.” There is no other way to
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distinguish between exhausting labor and the possibly equally energetic but rewarding
activity of play. It is presumably good cultural design to replace the former with the
latter. But an adjustment in attitudes is needed. We are much more practiced in
admiring the heroic labor of a Hercules than the activity of one who works without
having to. In a truly effective educational system the student might not “have to work”
at all, but that possibility is likely to be received by the contemporary teacher with an
emotion little short of rage.

We cannot reconcile traditional and scientific views by agreeing upon what is to be
admired or condemned. The question is whether anything is to be so treated. Praise and
blame are cultural practices which have been adjuncts of the prevailing system of
control in Western democracy. All peoples do not engage in them for the same
purposes or to the same extent, nor, of course, are the same behaviors always classified
in the same way as subject to praise or blame. In admiring intellectual and moral
heroism and unrewarding labor, and in rejecting a world in which these would be
uncommon, we are simply demonstrating our own cultural conditioning. By promoting
certain tendencies to admire and censure, the group of which we are a part has arranged
for the social reinforcement and punishment needed to assure a high level of
intellectual and moral industry. Under other and possibly better controlling systems, the
behavior which we now admire would occur, but not under those conditions which
make it admirable, and we should have no reason to admire it because the culture
would have arranged for its maintenance in other ways.

To those who are stimulated by the glamorous heroism of the battlefield, a peaceful
world may not be a better world. Others may reject a world without sorrow, longing, or
a sense of guilt because the relevance of deeply moving works of art would be lost. To
many who have devoted their lives to the struggle to be wise and good, a world without
confusion and evil might be an empty thing. A nostalgic concern for the decline of
moral heroism has been a dominating theme in the work of Aldous Huxley. In Brave
New World he could see in the application of science to human affairs only a travesty
on the notion of the Good (just as George Orwell, in 7984, could foresee nothing but
horror). Writing in Esquire (August, 1955) Huxley has expressed the point this way:
“We have had religious revolutions, we have had political, industrial, economic and
nationalistic revolutions. All of them, as our descendants will discover, were but ripples
in an ocean of conservatism—trivial by comparison with the psychological revolution
toward which we are so rapidly moving. That will really be a revolution. When it is
over, the human race will give no further trouble.” (Footnote for the reader of the
future: This was not meant as a happy ending. Up to 1956 men had been admired, if at
all, either for causing trouble or alleviating it. Therefore—)

It will be a long time before the world can dispense with heroes and hence with the
cultural practice of admiring heroism, but we move in that direction whenever we act to
prevent war, famine, pestilence, and disaster. It will be a long time before man will
never need to submit to punishing environments or engage in exhausting labor, but we
move in that direction whenever we make food, shelter, clothing, and labor-saving
devices more readily available. We may mourn the passing of heroes but not the
conditions which make for heroism. We can spare the self-made saint or sage as we
spare the laundress on the river’s bank struggling against fearful odds to achieve
cleanliness.
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VII

The two great dangers in modern democratic thinking are illustrated in a paper by
former Secretary of State Dean Acheson. “For a long time now,” writes Mr. Acheson,
“we have gone along with some well-tested principles of conduct: That it was better to
tell the truth than falsehoods;... that duties were older than and as fundamental as
rights; that, as Justice Holmes put it, the mode by which the inevitable came to pass
was effort; that to perpetuate a harm was wrong no matter how many joined in it... and
so on.... Our institutions are founded on the assumption that most people follow these
principles most of the time because they want to, and the institutions work pretty well
when this assumption is true. More recently, however, bright people have been fooling
with the machinery in the human head and they have discovered quite a lot.... Hitler
introduced new refinements [as the result of which] a whole people have been utterly

confused and corrupted. Unhappily neither the possession of this knowledge nor the

desire to use it was confined to Hitler.... Others dip from this same devil’s cauldron.”!

The first dangerous notion in this passage is that most people follow democratic
principles of conduct “because they want to.” This does not account for democracy or
any other form of government if we have not explained why people want to behave in
given ways. Although it is tempting to assume that it is human nature to believe in
democratic principles, we must not overlook the “cultural engineering” which produced
and continues to maintain democratic practices. If we neglect the conditions which
produce democratic behavior, it is useless to try to maintain a democratic form of
government. And we cannot expect to export a democratic form of government
successfully if we do not also provide for the cultural practices which will sustain it.
Our forebears did not discover the essential nature of man; they evolved a pattern of
behavior which worked remarkably well under the circumstances. The “set of
principles” expressed in that pattern is not the only true set or necessarily the best. Mr.
Acheson has presumably listed the most unassailable items; some of them are probably
beyond question, but others—concerning duty and effort—may need revision as the
world changes.

The second—and greater—threat to the democracy which Mr. Acheson is defending
is his assumption that knowledge is necessarily on the side of evil. All the admirable
things he mentions are attributed to the innate goodness of man, all the detestable to
“fooling with the machinery in the human head.” This is reminiscent of the position,
taken by other institutions engaged in the control of men, that certain forms of
knowledge are in themselves evil. But how out of place in a democratic philosophy!
Have we come this far only to conclude that well-intentioned people cannot study the
behavior of men without becoming tyrants or that informed men cannot show good
will? Let us for once have strength and good will on the same side.

VIII

Far from being a threat to the tradition of Western democracy, the growth of a science
of man is a consistent and probably inevitable part of it. In turning to the external
conditions which shape and maintain the behavior of men, while questioning the reality
of inner qualities and faculties to which human achievements were once attributed, we
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turn from the ill-defined and remote to the observable and manipulable. Though it is a
painful step, it has far-reaching consequences, for it not only sets higher standards of
human welfare but shows us how to meet them. A change in a theory of human nature
cannot change the facts. The achievements of man in science, art, literature, music, and
morals will survive any interpretation we place upon them. The uniqueness of the
individual is unchallenged in the scientific view. Man, in short, will remain man.
(There will be much to admire for those who are so inclined. Possibly the noblest
achievement to which man can aspire, even according to present standards, is to accept
himself for what he is, as that is revealed to him by the methods which he devised and
tested on a part of the world in which he had only a small personal stake.)

If Western democracy does not lose sight of the aims of humanitarian action, it will
welcome the almost fabulous support of its own science of man and will strengthen
itself and play an important role in building a better world for everyone. But if it cannot
put its “democratic philosophy” into proper historical perspective—if, under the control
of attitudes and emotions which it generated for other purposes, it now rejects the help
of science—then it must be prepared for defeat. For if we continue to insist that science
has nothing to offer but a new and more horrible form of tyranny, we may produce just
such a result by allowing the strength of science to fall into the hands of despots. And
if, with luck, it were to fall instead to men of good will in other political communities,
it would be perhaps a more ignominious defeat; for we should then, through a
miscarriage of democratic principles, be forced to leave to others the next step in man’s
long struggle to control nature and himself.

! The Pattern of Responsibility. Boston, 1952. pages 14-15.
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The Control of Human Behavior (Abstract)

A shortened version of a lecture given at the New York Academy of Sciences on April
18, 1955, this paper appeared in the Transactions of the Academy (Series II, Vol. 17,
No. 7, pp. 547-551) in May of that year.

We are seldom willing to admit that we are engaged in controlling the behavior of other
people. The commonest techniques of control use force or the threat of force and are
objectionable to the controllee and have come to be censured by society. But the
condoned techniques of education, persuasion, and moral discourse differ only in the
behavioral processes through which they operate and in the minimizing of certain side
effects. They are still devices through which one man controls the behavior of another
in some measure. Cajolery, seduction, incitement, and the various forms of what
biographers call “influence” suggest other techniques.

Familiar rules of thumb in controlling men are embedded in folk wisdom and in
many great works of literature. This prescientific technology is rapidly being extended
by the scientific study of human behavior (there are those who refuse to admit even the
possibility of such a science, but I am speaking here to those who are not only aware of
the science but share a deep concern for its consequences). In civilized countries, the
more powerful controlling techniques have eventually been contained by a sort of
ethical counter-control, which prevents exploitation by those in a position to use them.
There is a real danger, however, that the rapid development of new techniques will
outstrip appropriate measures of counter-control, with devastating results.

We can see how counter-control originates in the case of force or the threat of force.
In primitive literature, the hero is often the man who can whip everyone else in the
group in open combat. He controls with the techniques of the bully. The relevant
processes have been analyzed in the scientific study of behavior under the headings of
avoidance and escape. We see these techniques exemplified today in the government of
conquered peoples, in despotic governments of all sorts, by religious agencies which
lean heavily on the threat of punishment, by many parents in the control of their
children, and by most teachers. The technique is psychologically and biologically
harmful to the controllee and, for this reason, has generated counter-control. The weak
are, at least, more numerous, and we now generally hold it to be “wrong” to control
through the use of force or the threat of force (although an impartial observer might not
come to this conclusion). Formalized governmental and religious precepts support this
containment of the techniques of the bully. The result is called peace—a condition in
which men are not permitted to use force in controlling each other.

A later type of popular hero is the cheat, who outwits the strong man by
misrepresentation and deceit (in a technical analysis, the relevant processes would be
classified under the extinction of conditioned reflexes). But the cheat, eventually, is
almost as objectionable as the bully, and ethical control accordingly arises. It is held to
be “wrong” to lie, cheat, or cry “Wolf” for one’s amusement.
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There are techniques which may be as effective as these but may not lead so directly
to counter-control. These techniques are becoming more powerful as their processes are
better understood. A few examples follow.

1. Emotional conditioning. Aldous Huxley, in Brave New World, describes a
perfectly plausible process through which certain inferior types of citizens are
permanently dissuaded from wasting time on books and the beauties of nature. Babies
are allowed to crawl toward books and flowers but receive electric shocks just as they
touch them. The example appears to be borrowed, not from the science of conditioned
reflexes, but from certain forms of moral education in which, for example, a child is
spanked for taking an interest in parts of his own body. The same principle is used to
generate strong reactions of rage and aggression toward the enemy in preparing
servicemen for combat. It is the basis of advertising which shows a product being used
by or otherwise associated with pretty girls or admired public figures. The controllee is
not likely to revolt against such control, and he may carry the resulting prejudices
contentedly to his grave.

2. Motivational control. Crude instances, such as the starving of a whole people so
that food may be used to reinforce those who begin to support the government, bring
their own eventual containment, but the exploitation of prevailing deprivations may be
more subtle and possibly equally effective. The deliberate design of art and literature
(as in the movies and “comics”) to appeal to people with sadistic tendencies is easily
detected, but the subtle design of an automobile so that riding in it is in some measure a
sexual experience is not so easily spotted. Neither practice may meet any objection
from the people so controlled.

3. Positive reinforcement. Wages, bribes, and tips suggest a classical pattern in
which we generate behavior in others through reinforcement or reward. Better ways of
using reinforcement in shaping up new behavior and in maintaining the condition
called interest, or enthusiasm, have been recently discovered. The reinforcing effect of
personal attention and affection is coming to be better understood, especially by
clinical psychologists. Lord Chesterfield and Dale Carnegie have recommended the use
of feigned attention in influencing people.

4. Drugs. We are entering the age of the chemical control of human behavior. Drugs
have been used for this purpose ever since the first man was deliberately made drunk.
But better drugs are now available, not only for allaying anxiety but for other purposes
of control. Our government would probably not hesitate to use a drug which, taken by
servicemen before combat, would eliminate all signs of fear, thus depriving the
individual of the protective reflexes which man has acquired through a long process of
evolution. In the not-too-distant future, the motivational and emotional conditions of
normal daily life will probably be maintained in any desired state through the use of
drugs.

5. Knowledge of the individual. Techniques of control can be effective only when
certain facts about the controllee are known. Gathering information through
eavesdropping, employing spies and informers, opening mail, and wiretapping has,
from time to time, come under ethical counter-control, though the present state of this
in our culture is uncertain. Meanwhile, new techniques have been developed.
Something like the projective tests of clinical psychology, combined with the technique
of the political trial balloon, might make it possible to discover information about an
individual or a whole people, not only without the knowledge of the controllee but with
respect to matters of which the controllee himself has no clear understanding.
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The doctrine that there is an absolute moral law applicable to all conditions of
human life discourages the analysis of controlling practices and obscures our
understanding of the need for counter-control. The methods by which men alter the
behavior of other men change, and changing ethical measures are required. A technique
need not be immediately objectionable to the controllee to engender counter-control.
The gambler, for instance, is possibly the last person to ask for legal or moral
restrictions on gambling enterprises. The alcoholic does not usually advocate the
control of alcoholic beverages. Few workers object to being paid, even for kinds of
work or according to pay schedules which society proscribes. It is the rare man who
objects to the tyranny of the beautiful woman. In all these cases, society appeals to
long-term consequences to justify measures of counter-control. Unfortunately, such
consequences do not supply any hard-and-fast rule. We must continue to experiment in
cultural design, as nature has already experimented, testing the consequences as we go.
We may deal with cultural practices as a whole, as in “utopian” thinking, or piecemeal
by changing one counter-controlling technique at a time. Eventually, the practices
which make for the greatest biological and psychological strength of the group will
presumably survive, as will the group which adopts them. Survival is not a criterion
which we are free to accept or reject, but it is, nevertheless, the one according to which
our current decisions will eventually be tested. It is less clear-cut than some absolute
criterion of right and wrong, but it is more reassuring in its recognition of the changing
needs of society.

Such an experimental attitude is sometimes criticized by those who want to defend
some principle appropriate to an earlier stage of our cultural history. An example is the
recent book by Joseph Wood Krutch, The Measure of Man, which is in considerable
part an attack on my utopian novel, Walden Two. While arguing that the notion of
behavioral engineering is ultimately faulty, because man is in some sense free and
hence may escape control, Krutch admits that human freedom is under attack and that,
if science is not checked, freedom may vanish altogether. Krutch argues that unless we
put a stop to the machinations of scientists “we may never really be able to think
again.” By freedom, Krutch seems to mean merely a lack of order. The virtues of the
prescientific era were the virtues of accident. The great crime of the founder of Walden
Two, according to Krutch, was the destruction of the possibility of the happy chance—
even such as that which gave rise to the founder himself, before “men’s thoughts were
controlled with precision.” On the same grounds, we might object to the synthetic fibre
industry for circumventing the accidental evolutionary processes which produced
cotton and wool. If we can arrange better conditions of human life and growth, why
should we wait for the happy accident, even if past accidents have brought us to this
very point of power?

Krutch’s answer is essentially a mystical one: some vague power or faculty has
permitted man to transcend his chaotic environment, and this cannot continue to
function in less chaotic circumstances. But the existence of such powers or faculties
grows more doubtful as man’s actual achievements come to be analyzed. Nothing will
be lost if science is applied to education or moral discourse. A better way of teaching a
child to spell words meets the objection that he is not taught something called
“spelling,” just as better moral and ethical training meets the objection that the child no
longer “has” to be good. In the past, it was natural that some special honor should
accrue to the individual who rises above his faulty intellectual and ethical training and
is wise and good in spite of it. Men have been at times almost entirely occupied in

41



deciding what is right, intellectually and morally. A world in which education is so
successful that one is naturally right in both these senses is criticized because it
provides for no heroism in transcending an inadequate environment. One might as well
criticize fireproof buildings because the world is thus deprived of brave firemen.

It is easy to object to the control of human behavior by applying the slogans of
democracy. But the democratic revolution in government and religion was directed
against a certain type of control only. Men were freed from autocratic rulers employing
techniques based upon force or the threat of force. It does not follow that men were
thus freed of all control, and it is precisely the other forms of control which we must
now learn to contain and to which the pattern of the democratic revolution is
inappropriate. The democratic concept of “freedom” is no longer effective in
international politics because it has lost its point. All major governments profess to be
governing for the people, and no government will bear close scrutiny of its actual
practices. A new conception of the function and practice of government is needed in
dealing with the counter-control of techniques against which there is no revolt.

Mr. Krutch is justifiably concerned lest a new type of despotism arise which utilizes
the more effective techniques of control provided by the science of human behavior.
But his suggestion that we deny the possibility of such a science, or that we abandon it,
would deprive us of important help in building adequate safeguards against its misuse.
Science poses problems, but it also suggests solutions. In contending that the founder
of Walden Two could as easily have been a monster, instead of the fairly benevolent
figure he seems to be, Krutch misses the point that, in the long run, the strength of any
government depends upon the strength of the governed. Under present conditions of
competition, it is unlikely that a government can survive which does not govern in the
best interests of everyone.

Unless there is some unseen virtue in ignorance, our growing understanding of
human behavior will make it all the more feasible to design a world adequate to the
needs of men. But we cannot gain this advantage if we are to waste time defending
outworn conceptions of human nature, conceptions which have long since served their
original purpose of justifying special philosophies of government. A rejection of
science at this time, in a desperate attempt to preserve a loved but inaccurate
conception of man, would represent an unworthy retreat in man’s continuing effort to
build a better world.
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Some Issues Concerning the Control of Human Behavior

This is one side of a debate with Carl R. Rogers, held at a meeting of the American
Psychological Association on September 4, 1956. Part I was submitted in writing to
Dr. Rogers, and his contribution and rebuttal (summarized on pages 34-35) were sent
to me before the meeting. Part I1l is my rebuttal.
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Part |

Science is steadily increasing our power to influence, change, mold—in a word, control
—human behavior. It has extended our “understanding” (whatever that may be) so that
we deal more successfully with people in nonscientific ways, but it has also identified
conditions or variables which can be used to predict and control behavior in a new, and
increasingly rigorous, technology. The broad disciplines of government and economics
offer examples of this, but there is special cogency in those contributions of
anthropology, sociology, and psychology which deal with individual behavior. Carl

Rogers has listed some of the achievements to date in a recent paper.1 Those of his
examples which show or imply the control of the single organism are primarily due, as
we should expect, to psychology. It is the experimental study of behavior which carries
us beyond awkward or inaccessible “principles,” “factors,” and so on, to variables
which can be directly manipulated.

It is also, and for more or less the same reasons, the conception of human behavior
emerging from an experimental analysis which most directly challenges traditional
views. Psychologists themselves often do not seem to be aware of how far they have
moved in this direction. But the change is not passing unnoticed by others. Until only
recently it was customary to deny the possibility of a rigorous science of human
behavior by arguing, either that a lawful science was impossible because man was a
free agent, or that merely statistical predictions would always leave room for personal
freedom. But those who used to take this line have become most vociferous in
expressing their alarm at the way these obstacles are being surmounted.

Now, the control of human behavior has always been unpopular. Any undisguised
effort to control usually arouses emotional reactions. We hesitate to admit, even to
ourselves, that we are engaged in control, and we may refuse to control, even when this
would be helpful, for fear of criticism. Those who have explicitly avowed an interest in
control have been roughly treated by history. Machiavelli is the great prototype. As
Macaulay said of him, “Out of his surname they coined an epithet for a knave and out
of his Christian name a synonym for the devil.” There were obvious reasons. The
control which Machiavelli analyzed and recommended, like most political control, used
techniques aversive to the controllee. The threats and punishments of the bully, like
those of the government operating on the same plan, are not designed—whatever their
success—to endear themselves to those who are controlled. Even when the techniques
themselves are not aversive, control is usually exercised for the selfish purposes of the
controller and, hence, has indirectly punishing effects upon others.

Man’s natural inclination to revolt against selfish control has been exploited to good
purpose in what we call the philosophy and literature of democracy. The doctrine of the
rights of man has been effective in arousing individuals to concerted action against
governmental and religious tyranny. The literature which has had this effect has greatly
extended the number of terms in our language which express reactions to the control of
men. But the ubiquity and ease of expression of this attitude spells trouble for any
science which may give birth to a powerful technology of behavior. Intelligent men and
women, dominated by the humanistic philosophy of the past two centuries, cannot view

with equanimity what Andrew Hacker has called “the specter of predictable man.”?
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Even the statistical or actuarial prediction of human events, such as the number of
fatalities to be expected on a holiday weekend, strikes many people as uncanny and
evil, while the prediction and control of individual behavior is regarded as little less
than the work of the devil. I am not so much concerned here with the political or
economic consequences for psychology, although research following certain channels
may well suffer harmful effects. We ourselves, as intelligent men and women, and as
exponents of Western thought, share these attitudes. They have already interfered with
the free exercise of a scientific analysis, and their influence threatens to assume more
serious proportions.

Three broad areas of human behavior supply good examples. The first of these
—personal control—may be taken to include person-to-person relationships in the
family, among friends, in social and work groups, and in counseling and
psychotherapy. Other fields are education and government. A few examples from each
will show how nonscientific preconceptions are affecting our current thinking about
human behavior.

PERSONAL CONTROL

People living together in groups come to control one another with a technique which
is not inappropriately called “ethical.” When an individual behaves in a fashion
acceptable to the group, he receives admiration, approval, affection, and many other
reinforcements which increase the likelihood that he will continue to behave in that
fashion. When his behavior is not acceptable, he is criticized, censured, blamed, or
otherwise punished. In the first case the group calls him “good”; in the second, “bad.”
This practice is so thoroughly ingrained in our culture that we often fail to see that it is
a technique of control. Yet we are almost always engaged in such control, even though
the reinforcements and punishments are often subtle.

The practice of admiration is an important part of a culture, because behavior which
is otherwise inclined to be weak can be set up and maintained with its help. The
individual is especially likely to be praised, admired, or loved when he acts for the
group in the face of great danger, for example, or sacrifices himself or his possessions,
or submits to prolonged hardship, or suffers martyrdom. These actions are not
admirable in any absolute sense, but they require admiration if they are to be strong.
Similarly, we admire people who behave in original or exceptional ways, not because
such behavior is itself admirable, but because we do not know how to encourage
original or exceptional behavior in any other way. The group acclaims independent,
unaided behavior in part because it is easier to reinforce than to help.

As long as this technique of control is misunderstood, we cannot judge correctly an
environment in which there is less need for heroism, hardship, or independent action.
We are likely to argue that such an environment is itself less admirable or produces less
admirable people. In the old days, for example, young scholars often lived in
undesirable quarters, ate unappetizing or inadequate food, performed unprofitable tasks
for a living or to pay for necessary books and materials or publication. Older scholars
and other members of the group offered compensating reinforcement in the form of
approval and admiration for these sacrifices. When the modern graduate student
receives a generous scholarship, enjoys good living conditions, and has his research
and publication subsidized, the grounds for evaluation seem to be pulled from under us.
Such a student no longer needs admiration to carry him over a series of obstacles (no
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matter how much he may need it for other reasons), and, in missing certain familiar
objects of admiration, we are likely to conclude that such conditions are less admirable.
Obstacles to scholarly work may serve as a useful measure of motivation—and we may
go wrong unless some substitute is found—but we can scarcely defend a deliberate
harassment of the student for this purpose. The productivity of any set of conditions
can be evaluated only when we have freed ourselves of the attitudes which have been
generated in us as members of an ethical group.

A similar difficulty arises from our use of punishment in the form of censure or
blame. The concept of responsibility and the related concepts of foreknowledge and
choice are used to justify techniques of control using punishment. Was So-and-So
aware of the probable consequences of his action, and was the action deliberate? If so,
we are justified in punishing him. But what does this mean? It appears to be a question
concerning the efficacy of the contingent relations between behavior and punishing
consequences. We punish behavior because it is objectionable to us or the group, but in
a minor refinement of rather recent origin we have come to withhold punishment when
it cannot be expected to have any effect. If the objectionable consequences of an act
were accidental and not likely to occur again, there is no point in punishing. We say
that the individual was not “aware of the consequences of his action” or that the
consequences were not “intentional.” If the action could not have been avoided—if the
individual “had no choice”—punishment is also withheld, as it is if the individual is
incapable of being changed by punishment because he is of “unsound mind.” In all
these cases—different as they are—the individual is held “not responsible” and goes
unpunished.

Just as we say that it is “not fair” to punish a man for something he could not help
doing, so we call it “unfair” when one is rewarded beyond his due or for something he
could not help doing. In other words, we also object to wasting reinforcers where they
are not needed or will do no good. We make the same point with the words just and
right. Thus we have no right to punish the irresponsible, and a man has no right to
reinforcers he does not earn or deserve. But concepts of choice, responsibility, justice,
and so on, provide a most inadequate analysis of efficient reinforcing and punishing
contingencies because they carry a heavy semantic cargo of a quite diffierent sort,
which obscures any attempt to clarify controlling practices or to improve techniques. In
particular, they fail to prepare us for techniques based on other than aversive
techniques of control. Most people would object to forcing prisoners to serve as
subjects of dangerous medical experiments, but few object when they are induced to
serve by the offer of return privileges—even when the reinforcing effect of these
privileges has been created by forcible deprivation. In the traditional scheme the right
to refuse guarantees the individual against coercion or an unfair bargain. But to what
extent can a prisoner refuse under such circumstances?

We need not go so far afield to make the point. We can observe our own attitude
toward personal freedom in the way we resent any interference with what we want to
do. Suppose we want to buy a car of a particular sort. Then we may object, for
example, if our wife urges us to buy a less expensive model and to put the difference
into a new refrigerator. Or we may resent it if our neighbor questions our need for such
a car or our ability to pay for it. We would certainly resent it if it were illegal to buy
such a car (remember Prohibition); and if we find we cannot actually afford it, we may
resent governmental control of the price through tariffs and taxes. We resent it if we
discover that we cannot get the car because the manufacturer is holding the model in
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deliberately short supply in order to push a model we do not want. In all this we assert
our democratic right to buy the car of our choice. We are well prepared to do so and to
resent any restriction on our freedom.

But why do we not ask why it is the car of our choice and resent the forces which
made it so? Perhaps our favorite toy as a child was a car, of a very different model, but
nevertheless bearing the name of the car we now want. Perhaps our favorite TV
program is sponsored by the manufacturer of that car. Perhaps we have seen pictures of
many beautiful or prestigeful persons driving it—in pleasant or glamorous places.
Perhaps the car has been designed with respect to our motivational patterns: the device
on the hood is a phallic symbol, or the horsepower has been stepped up to please our
competitive spirit in enabling us to pass other cars swiftly (or, as the advertisements
say, “safely”). The concept of freedom which has emerged as part of the cultural
practice of our group makes little or no provision for recognizing or dealing with these
kinds of control. Concepts like “responsibility” and “rights” are scarcely applicable.
We are prepared to deal with coercive measures, but we have no traditional recourse
with respect to other measures which in the long run (and especially with the help of
science) may be much more powerful and dangerous.

EDUCATION

The techniques of education were once frankly aversive. The teacher was usually
older and stronger than his pupils and was able to “make them learn.” This meant that
they were not actually taught but were surrounded by a threatening world from which
they could escape only by learning. Usually they were left to their own resources in
discovering how to do so. Claude Coleman has published a grimly amusing reminder

of these older practices,3 He tells of a schoolteacher who published a careful account of
his services during 51 years of teaching, during which he administered: “... 911,527
blows with a cane; 124,010 with a rod; 20,989 with a ruler; 136,715 with the hand;
10,295 over the mouth; 7,905 boxes on the ear; [and] 1,115,800 slaps on the head....”
Progressive education was a humanitarian effort to substitute positive reinforcement
for such aversive measures, but in the search for useful human values in the classroom
it has never fully replaced the variables it abandoned. Viewed as a branch of behavioral
technology, education remains relatively inefficient. We supplement it, and rationalize
it, by admiring the pupil who learns for himself; and we often attribute the learning
process, or knowledge itself, to something inside the individual. We admire behavior
which seems to have inner sources. Thus we admire one who recites a poem more than
one who simply reads it. We admire one who knows the answer more than one who
knows where to look it up. We admire the writer rather than the reader. We admire the
arithmetician who can do a problem in his head rather than with a slide rule or
calculating machine, or in “original” ways rather than by a strict application of rules. In
general we feel that any aid or “crutch”—except those aids to which we are now
thoroughly accustomed—reduces the credit due. In Plato’s Phaedrus, Thamus, the
king, attacks the invention of the alphabet on similar grounds! He is afraid “it will
produce forgetfulness in the minds of those who learn to use it, because they will not
practice their memories....” In other words, he holds it more admirable to remember
than to use a memorandum. He also objects that pupils “will read many things without
instruction... [and] will therefore seem to know many things when they are for the
most part ignorant.” In the same vein we are today sometimes contemptuous of book
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learning, but as educators we can scarcely afford to adopt this view without reservation.

By admiring the student for knowledge and blaming him for ignorance, we escape
some of the responsibility of teaching him. We resist any analysis of the educational
process which threatens the notion of inner wisdom or questions the contention that the
fault of ignorance lies with the student. More powerful techniques which bring about
the same changes in behavior by manipulating external variables are decried as
brainwashing or thought control. We are quite unprepared to judge effective
educational measures. As long as only a few pupils learn much of what is taught, we do
not worry about uniformity or regimentation. We do not fear the feeble technique; but
we should view with dismay a system under which every student learned everything
listed in a syllabus—although such a condition is far from unthinkable. Similarly, we
do not fear a system which is so defective that the student must work for an education;
but we are loath to give credit for anything learned without effort—although this could
well be taken as an ideal result—and we flatly refuse to give credit if the student
already knows what a school teaches.

A world in which people are wise and good without trying, without “having to be,”
without “choosing to be,” could conceivably be a far better world for everyone. In such
a world we should not have to “give anyone credit”—we should not need to admire
anyone—for being wise and good. From our present point of view we cannot believe
that such a world would be admirable. We do not even permit ourselves to imagine
what it would be like.

GOVERNMENT

Government has always been the special field of aversive control. The state is
frequently defined in terms of the power to punish, and jurisprudence leans heavily
upon the associated notion of personal responsibility. Yet it is becoming increasingly
difficult to reconcile current practice and theory with these earlier views. In
criminology, for example, there is a strong tendency to drop the notion of responsibility
in favor of some such alternative as capacity or controllability. But no matter how
strongly the facts, or even practical expedience, support such a change, it is difficult to
make the change in a legal system designed on a different plan. When governments
resort to other techniques (for example, positive reinforcement), the concept of
responsibility is no longer relevant and the theory of government is no longer
applicable.

The conflict is illustrated by two decisions of the Supreme Court in the 1930’s which

dealt with, and disagreed on, the definition of control or coercion.* The Agricultural
Adjustment Act proposed that the Secretary of Agriculture make “rental or benefit
payments” to those farmers who agreed to reduce production. The government argued
that the Act would be unconstitutional if the farmer had been compelled to reduce
production but was not since he was merely invited to do so. Justice Roberts expressed
the contrary majority view of the court that “the power to confer or withhold unlimited
benefits is the power to coerce or destroy.” This recognition of positive reinforcement
was withdrawn a few years later in another case in which Justice Cardozo wrote “To
hold that motive or temptation is equivalent to coercion is to plunge the law in endless
difficulties.” We may agree with him, without implying that the proposition is therefore
wrong. Sooner or later the law must be prepared to deal with all possible techniques of
governmental control.
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The uneasiness with which we view government (in the broadest possible sense)
when it does not use punishment is shown by the reception of my utopian novel,
Walden Two. This was essentially a proposal to apply a behavioral technology to the
construction of a workable, effective, and productive pattern of government. It was
greeted with wrathful violence. Life magazine called it “a travesty on the good life,”
and “a menace... a triumph of mortmain or the dead hand not envisaged since the days
of Sparta... a slur upon a name, a corruption of an impulse.” Joseph Wood Krutch

devoted a substantial part of his book, The Measure of Man,5 to attacking my views
and those of the protagonist, Frazier, in the same vein, and Morris Viteles has recently

criticized the book in a similar manner in Science.® Perhaps the reaction is best
expressed in a quotation from The Quest for Utopia by Negley and Patrick.’

Halfway through this contemporary utopia, the reader may feel sure, as we did, that this is
a beautifully ironic satire on what has been called “behavioral engineering.” The longer one
stays in this better world of the psychologist, however, the plainer it becomes that the
inspiration is not satiric, but messianic. This is indeed the behaviorally engineered society,
and while it was to be expected that sooner or later the principle of psychological
conditioning would be made the basis of a serious construction of utopia—Brown anticipated
it in Limanora—yet not even the effective satire of Huxley is adequate preparation for the
shocking horror of the idea when positively presented. Of all the dictatorships espoused by
utopists, this is the most profound, and incipient dictators might well find in this utopia a
guidebook of political practice.

One would scarcely guess that the authors are talking about a world in which there is
food, clothing, and shelter for all, where everyone chooses his own work and works on
the average only four hours a day, where music and the arts flourish, where personal
relationships develop under the most favorable circumstances, where education
prepares every child for the social and intellectual life which lies before him, where—
in short—people are truly happy, secure, productive, creative, and forward-looking.
What is wrong with it? Only one thing: someone “planned it that way.” If these critics
had come upon a society in some remote corner of the world which boasted similar
advantages, they would undoubtedly have hailed it as providing a pattern we all might
well follow—provided that it was clearly the result of a natural process of cultural
evolution. Any evidence that intelligence had been used in arriving at this version of
the good life would, in their eyes, be a serious flaw. No matter if the planner of Walden
Two diverts none of the proceeds of the community to his own use, no matter if he has
no current control or is, indeed, unknown to most of the other members of the
community (he planned that, too), somewhere back of it all he occupies the position of
prime mover. And this, to the child of the democratic tradition, spoils it all.

The dangers inherent in the control of human behavior are very real. The possibility
of the misuse of scientific knowledge must always be faced. We cannot escape by
denying the power of a science of behavior or arresting its development. It is no help to
cling to familiar philosophies of human behavior simply because they are more
reassuring. As I have pointed out elsewhere [page 19], the new techniques emerging
from a science of behavior must be subject to the explicit counter-control which has
already been applied to earlier and cruder forms. Brute force and deception, for
example, are now fairly generally suppressed by ethical practices and by explicit
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governmental and religious agencies. A similar counter-control of scientific knowledge
in the interests of the group is a feasible and promising possibility. Although we cannot
say how devious the course of its evolution may be, a cultural pattern of control and
counter-control will presumably emerge which will be most widely supported because
it is most widely reinforcing.

If we cannot foresee all the details (as we obviously cannot), it is important to
remember that this is true of the critics of science as well. The dire consequences of
new techniques of control, the hidden menace in original cultural designs—these need
some proof. That the need for proof is so often overlooked is only another example of
my present point. Man has got himself into some pretty fixes, and it is easy to believe
that he will do so again. But there is a more optimistic possibility. The slow growth of
the methods of science, now for the first time being applied to human affairs, may
mean a new and exciting phase of human life to which historical analogies will not
apply and in which earlier political slogans will not be appropriate. If we are to use the
knowledge which a science of behavior is now making available with any hope of
success, we must look at human nature as it is brought into focus through the methods
of science rather than as it has been presented to us in a series of historical accidents.

If the advent of a powerful science of behavior causes trouble, it will not be because
science itself is inimical to human welfare but because older conceptions have not
yielded easily or gracefully. We expect resistance to new techniques of control from
those who have heavy investments in the old, but we have no reason to help them
preserve a series of principles which are not ends in themselves but rather outmoded
means to an end. What is needed is a new conception of human behavior which is
compatible with the implications of a scientific analysis. All men control and are
controlled. The question of government in the broadest possible sense is not how
freedom is to be preserved but what kinds of control are to be used and to what ends.
Control must be analyzed and considered in its proper proportions. No scientist, I am
sure, wishes to develop new master-slave relationships or bend the will of the people to
despotic rulers in new ways. These are patterns of control appropriate to a world
without science. They may well be the first to go when the experimental analysis of
behavior comes into its own in the design of cultural practices.
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Part II

Dr. Rogers presented his own point of view, together with comments on my paper,
which had been submitted to him in manuscript. He argued that “in any scientific
endeavor—whether ‘pure’ or applied science—there is a prior subjective choice of the
purpose or value which that scientific work is perceived as serving,” and that “this
subjective value choice... must always lie outside of the scientific endeavor.” He
attributed certain value choices to me, including the decision to experiment with
different choices, and offered some alternative values which might guide scientific
research in the field of human behavior. “We might then value: man as a process of
becoming, as a process of achieving worth and dignity through the development of his
potentialities; the individual human being as a self-actualizing process, moving on to
more challenging and enriching experiences; the process by which the individual
creatively adapts to an ever-new and changing world...."”

He illustrated this with client-centered therapy, where therapists establish “by
external control conditions which they predict will be followed by internal control by
the individual, in pursuit of internally chosen goals. We can choose to use the
behavioral sciences in ways which will free, not control.”
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Part III

I cannot quite agree that the practice of science requires a prior decision about goals or
a prior choice of values. The metallurgist can study the properties of steel and the
engineer can design a bridge without raising the question of whether a bridge is to be
built. But such questions are certainly frequently raised and tentatively answered.
Rogers wants to call the answers “subjective choices of values.” To me, such an
expression suggests that we have had to abandon more rigorous scientific practices in
order to talk about our own behavior. In the experimental analysis of other organisms I
would use other terms, and I shall try to do so here. Any list of values is a list of
reinforcers—conditioned or otherwise. We are so constituted that under certain
circumstances food, water, sexual contact, and so on will make any behavior which
produces them more likely to occur again. Other things may acquire this power. We do
not need to say that an organism chooses to eat rather than to starve. If you reply that it
is a very different thing when a man chooses to starve, I am only too happy to agree. If
it were not so, we should have cleared up the question of choice long ago. An organism
can be reinforced by—can be made to “choose”—almost any given state of affairs.

Rogers is concerned with choices which involve multiple and usually conflicting
consequences. | have dealt with some of these in Science and Human Behavior in an
analysis of self-control. Shall I eat these delicious strawberries today if I will then
suffer an annoying rash tomorrow? The decision I am to make used to be assigned to
the province of ethics. But we are now studying similar combinations of positive and
negative consequences, as well as collateral conditions which affect the result, in the
laboratory. Even a pigeon can be taught some measure of self-control! And this work
helps us to understand the operation of certain formulas—among them value judgments
—which folk-wisdom, religion, and psychotherapy have advanced in the interests of
self-discipline. The observable effect of any statement of value is to alter the relative
effectiveness of reinforcers. We may no longer enjoy the strawberries for thinking
about the rash. If rashes are branded sufficiently shameful, illegal, sinful, maladjusted,
or unwise, we may glow with satisfaction as we push the strawberries aside in a
grandiose avoidance response which would bring a smile to the lips of Murray Sidman.

People behave in ways which, as we say, conform to ethical, governmental, or
religious patterns because they are reinforced for doing so. The resulting behavior may
have far-reaching consequences for the survival of the pattern to which it conforms.
And whether we like it or not, survival is the ultimate criterion. This is where, it seems
to me, science can help—not in choosing a goal, but in enabling us to predict the
survival value of cultural practices. Man has too long tried to get the kind of world he
wants by glorifying some brand of immediate reinforcement. As science points up
more and more of the remoter consequences, he may begin to work to strengthen
behavior, not in a slavish devotion to a chosen value, but with respect to the ultimate
survival of mankind. Do not ask me why I want mankind to survive. I can tell you why
only in the sense in which the physiologist can tell you why I want to breathe. Once the
relation between a given step and the survival of my group has been pointed out, I will
take that step. And it is the business of science to point out just such relations.

The values I have occasionally recommended (and Rogers has not led me to recant)
are transitional. Other things being equal, I am betting on the group whose practices
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make for healthy, happy, secure, productive, and creative people. And I insist that the
values recommended by Rogers are transitional, too, for I can ask him the same kind of
question. Man as a process of becoming—what? Self-actualization—for what? Inner
control is no more a goal than external control.

What Rogers seems to me to be proposing, both here and elsewhere, is this: Let us
use our increasing power of control to create individuals who will not need and perhaps
will no longer respond to control. Let us solve the problem of our power by renouncing
it. At first blush this seems as implausible as a benevolent despot. Yet power has
occasionally been foresworn. A nation has burned its Reichstag, rich men have given
away their wealth, beautiful women have become ugly hermits in the desert, and
psychotherapists have become nondirective. When this happens, I look to other
possible reinforcements for a plausible explanation. A people relinquish democratic
power when a tyrant promises them the earth. Rich men give away wealth to escape the
accusing finger of their fellow men. A woman destroys her beauty in the hope of
salvation. And a psychotherapist relinquishes control because he can thus help his
client more effectively.

The solution which Rogers is suggesting is thus understandable. But is he correctly
interpreting the result? What evidence is there that a client ever becomes truly self-
directing? What evidence is there that he ever makes a truly inner choice of ideal or
goal? Even though the therapist does not do the choosing, even though he encourages
“self-actualization”—he has not ceased to control as long as he holds himself ready to
step in when occasion demands—when, for example, the client chooses the goal of
becoming a more accomplished liar or murdering his boss. But supposing the therapist
does withdraw completely or is no longer necessary—what about all the other forces
acting upon the client? Is the self-chosen goal independent of his early ethical and
religious training? of the folk-wisdom of his group? of the opinions and attitudes of
others who are important to him? Surely not. The therapeutic situation is only a small
part of the world of the client. From the therapist’s point of view it may appear to be
possible to relinquish control. But the control passes, not to a “self,” but to forces in
other parts of the client’s world. The solution of the therapist’s problem of power
cannot be our solution, for we must consider a// the forces acting upon the individual.

The child who must be prodded and nagged is something less than a fully developed
human being. We want to see him hurrying to his appointment, not because each step is
taken in response to verbal reminders from his mother, but because certain temporal
contingencies, in which dawdling has been punished and hurrying reinforced, have
worked a change in his behavior. Call this a state of better organization, a greater
sensitivity to reality, or what you will. The plain fact is that the child passes from a
temporary verbal control exercised by his parents to control by certain inexorable
features of the environment. I should suppose that something of the same sort happens
in successful psychotherapy. Rogers seems to me to be saying this: Let us put an end,
as quickly as possible, to any pattern of master-and-slave, to any direct obedience to
command, to the submissive following of suggestions. Let the individual be free to
adjust himself to more rewarding features of the world about him. In the end, let his
teachers and counselors “wither away,” like the Marxist state. I not only agree with this
as a useful idea, I have constructed a fanciful world to demonstrate its advantages. It
saddens me to hear Rogers say that “at a deep philosophic level” Walden Two and
George Orwell’s 1984 “seem indistinguishable.” They could scarcely be more unlike—
at any level. The book 7984 is a picture of immediate aversive control for vicious
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selfish purposes. The founder of Walden Two, on the other hand, has built a community
in which neither he nor any other person exerts any current control. His achievement
lay in his original plan, and when he boasts of this (“It is enough to satisfy the thirstiest
tyrant”) we do not fear him but only pity him for his weakness.

Another critic of Walden Two, Andrew Hacker,8 has discussed this point in
considering the bearing of mass conditioning upon the liberal notion of autonomous
man. In drawing certain parallels between the Grand Inquisitor passage in
Dostoevsky’s Brothers Karamazov, Huxley’s Brave New World, and Walden Two, he
attempts to set up a distinction to be drawn in any society between conditioners and
conditioned. He assumes that “the conditioner can be said to be autonomous in the
traditional liberal sense.” But then he notes: “Of course the conditioner has been
conditioned. But he has not been conditioned by the conscious manipulation of another
person.” But how does this affect the resulting behavior? Can we not soon forget the
origins of the “artificial” diamond which is identical with the real thing? Whether it is
an “accidental” cultural pattern, such as is said to have produced the founder of Walden
Two, or the engineered environment which is about to produce his successors, we are
dealing with sets of conditions generating human behavior which will ultimately be
measured by their contribution to the strength of the group. We look to the future, not
the past, for the test of “goodness” or acceptability.

If we are worthy of our democratic heritage we shall, of course, be ready to resist
any tyrannical use of science for immediate, selfish purposes. But if we value the
achievements and goals of democracy, we must not refuse to apply science to the
design and construction of cultural patterns, even though we may then find ourselves in
some sense in the position of controllers. Fear of control, generalized beyond any
warrant, has led to a misinterpretation of valid practices and the blind rejection of
intelligent planning for a better way of life. In terms which I trust Rogers will approve,
in conquering this fear we shall become more mature and better organized and shall,
thus, more fully actualize ourselves as human beings.
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The Design of Cultures

A series of three conferences on “Evolutionary Theory and Human Progress” was
held at the American Academy of Arts and Sciences in the fall of 1960. The first
considered biological problems, the second, anthropological, and the third,
psychological. The present paper, part of the third program, was published in
Daedalus, summer issue of 1961. It is reprinted here by permission.

Anyone who undertakes to improve cultural practices by applying a scientific analysis
of human behavior is likely to be told that improvement involves a value judgment
beyond the pale of his science and that he is exemplifying objectionable values by
proposing to meddle in human affairs and infringe on human freedoms. Scientists
themselves often accept this standard contention of Western philosophy, even though it
implies that there is a kind of wisdom which is mysteriously denied to them and even
though the behavioral scientists among them would be hard pressed to give an
empirical account of such wisdom or to discover its sources.

The proposition gains unwarranted strength from the fact that it appears to champion
the natural against the artificial. Man is a product of nature, the argument runs, but
societies are contrived by men. Man is the measure of all things, and our plans for him
—our customs and institutions—will succeed only if they allow for his nature. To this
it might be answered that man is more than an immutable product of biological
processes; he is a psychological entity, and as such also largely man-made. His cause
may be as contrived as society’s and possibly as weak. He is, nevertheless, an
individual, and his defenders are individuals, too, who may borrow zeal in his defense
from their own role in the great conflict between the one and the many. To side with
the individual against the state, to take a specific example, is reassuringly to defend
one’s own, even though it might be answered that mankind has won its battles only
because individual men have lost theirs.

These are merely answers in kind, which can no doubt be met with plausible
rejoinders. The disputing of values is not only possible, it is interminable. To escape
from it we must get outside the system. We can do this by developing an empirical
account of the behavior of both protagonists. All objections to cultural design, like
design itself, are forms of human behavior and may be studied as such. It is possible
that a plausible account of the design of cultures will allay our traditional anxieties and
prepare the way for the effective use of man’s intelligence in the construction of his
own future.

It is reasonable to hope that a scientific analysis will some day satisfactorily explain
how cultural practices arise and are transmitted and how they affect those who engage
in them, possibly to further the survival of the practices themselves or at least to
contribute to their successors. Such an analysis will embrace the fact that men talk
about their cultures and sometimes change them. Changing a culture is itself a cultural
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practice, and we must know as much as possible about it if we are to question it
intelligently. Under what circumstances do men redesign—or, to use a discredited
term, reform—their way of life? What is the nature of their behavior in doing so? Is the
deliberate manipulation of a culture a threat to the very essence of man or, at the other
extreme, an unfathomed source of strength for the culture which encourages it?

We need not go into the details of a scientific account of behavior to see how it bears
on this issue. Its contribution must, however, be distinguished from any help to be
drawn from historical analogy or the extrapolation of historical trends or cycles, as well
as from interpretations based on sociological principles or structures. Such an account
must make contact with biology, on the one hand, but serve in an interpretation of
social phenomena, on the other. If it is to yield a satisfactory analysis of the design and
implementation of social practices, it must be free of a particular defect. Evolutionary
theory, especially in its appeal to the notion of survival, suffered for a long time from
circularity. It was not satisfying to argue that forms of life which had survived must
therefore have had survival value and had survived because of it. A similar weakness is
inherent in psychologies based on adjustment or adaptation. It is not satisfying to argue
that a man adapts to a new environment because of his intelligence and emotional
stability if these are then defined in terms of capacities to adapt. It is true that
organisms usually develop in directions which maximize, phylogenetically, the survival
of the species and, ontogenetically, the adjustment of the individual, but the
mechanisms responsible for both kinds of change need to be explained without
recourse to the selective effect of their consequences.

In biology this is now being done. Genetics clarifies and supports evolutionary
theory with new kinds of facts, and in doing so eliminates the circularity in the concept
of survival. A comparable step in the study of human behavior is to analyze the
mechanisms of human action apart from their contribution to personal and cultural
adjustment. It is not enough to point out that a given form of behavior is advantageous
to the individual or that a cultural practice strengthens the group. We must explain the
origin and the perpetuation of both behavior and practice.

A scientific analysis which satisfies these conditions confines itself to individual
organisms rather than statistical constructs or interacting groups of organisms, even in
the study of social behavior. Its basic datum is the probability of the occurrence of the
observable events we call behavior (or of inferred events having the same dimensions).
The probability of behavior is accounted for by appeal to the genetic endowment of the
organism and its past and present environments, described wholly in the language of
physics and biology. The laboratory techniques of such an analysis, and their
technological applications, emphasize the prediction and control of behavior via the
manipulation of variables. Validation is found primarily in the success with which the
subject matter can be controlled.

An example of how such an analysis differs from its predecessors is conveniently at
hand. An important group of variables which modify behavior have to do with the
consequences of action. Rewards and punishments are variables of this sort, though
rather inadequately identified by those terms. We are interested in the fact (apart from
any theory which explains it) that by arranging certain consequences—that is, by
making certain kinds of events contingent upon behavior—we achieve a high degree of
experimental control. Our present understanding of the so-called “contingencies of
reinforcement” is undoubtedly incomplete, but it nevertheless permits us to construct
new forms of behavior, to bring behavior under the control of new aspects of the
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environment, and to maintain it under such control for long periods of time—and all of
this often with surprising ease. Extrapolation to less rigorously controlled samples of
behavior outside the laboratory has already led to promising technological
developments.

But the importance of the principle is embarrassing. Almost any instance of human
behavior involves contingencies of reinforcement, and those who have been alerted to
their significance by laboratory studies often seem fanatical in pointing them out. Yet
behavior is important mainly because of its consequences. We may more readily accept
this fact if we recall the ubiquity of the concept of purpose. The experimental study of
reinforcing contingencies is nothing more than a nonteleological analysis of the
directed effects of behavior, of relations which have traditionally been described as
purpose. By manipulating contingencies of reinforcement in ways which conform to
standard practices in the physical sciences, we study and use them without appealing to
final causes.

We can put this reinterpretation of purpose to immediate use, for it bears on a
confusion between the phylogenetic and the ontogenetic development of behavior
which has clouded our thinking about the origin and growth of cultures. Contingencies
of reinforcement are similar to what we might call contingencies of survival. Inherited
patterns of behavior must have been selected by their contributions to survival in ways
which are not unlike those in which the behavior of the individual is selected or shaped
by its reinforcing consequences. Both processes exemplify adaptation or adjustment,
but very different mechanisms must be involved.

The evolution of inherited forms of behavior is as plausible as the evolution of any
function of the organism when the environment can be regarded as reasonably stable.
The internal environment satisfies this requirement, and a genetic endowment of
behavior related to the internal economy—say, peristalsis or sneezing—is usually
accepted without question. The external environment is much less stable from
generation to generation, but some kinds of responses to it are also plausibly explained
by evolutionary selection. The genetic mechanisms are presumably similar to those
which account for other functions. But environments change, and any process which
permits an organism to modify its behavior is then important. The structures which
permit modification must have evolved when organisms were being selected by their
survival in novel environments.

Although the mechanisms which permit modification of behavior are inherited,
learned behavior does not emerge from, and is not an extension of, the unlearned
behavior of the individual. The organism does not simply refine or extend a genetic
behavioral endowment to make it more effective or more inclusive. Instead, it develops
collateral behavior, which must be distinguished from an inherited response system
even when both serve similar functions. It is important to remember this when
considering social behavior. In spite of certain intriguing analogies, it is not likely that
the social institutions of man are founded on or that they emerged from the instinctive
patterns of animal societies. They are the achievements of individuals, modifying their
behavior as inherited mechanisms permit. The co-ordinated activities of the anthill or
beehive operate on very different principles from those of a family, a large company, or
a great city. The two kinds of social behavior must have developed through different
processes, and they are maintained in force for different reasons.

To take a specific example, verbal behavior is not a refinement upon instinctive cries
of alarm, distress, and so on, even though the reinforcing contingencies in the one case
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are analogous to the conditions of survival in the other. Both may be said to serve
similar adaptive functions, but the mechanisms involved in acquiring verbal behavior
clearly set it apart from instinctive responses. The innate vocal endowment of an
organism is indeed particularly refractory to modification, most if not all verbal
responses being modifications of a nonspecific behavioral endowment.

In general, the evolution of man has emphasized modifiability rather than the
transmission of specific forms of behavior. Inherited verbal or other social responses
are fragmentary and trivial. By far the greater part of behavior develops in the
individual through processes of conditioning, given a normal biological endowment.
Man becomes a social creature only because other men are important parts of his
environment. The behavior of a child born into a flourishing society is shaped and
maintained by variables, most of which are arranged by other people. These social
variables compose the “culture” in which the child lives, and they shape his behavior in
conformity with that culture, usually in such a way that he in turn tends to perpetuate it.
The behavioral processes present no special problems. Nevertheless, a satisfactory
account calls for some explanation of how a social environment can have arisen from
nonsocial precursors. This may seem to raise the hoary question of the origin of
society, but we have no need to reconstruct an actual historical event or even a
speculative beginning, such as a social compact from which conclusions about the
nature of society can be drawn. We have only to show that a social environment could
have emerged from nonsocial conditions. As in explaining the origin of life, we cannot
discover an actual historical event but must be satisfied with a demonstration that
certain structures with their associated functions could have arisen under plausible
conditions.

The emergence of a given form of social behavior from nonsocial antecedents is
exemplified by imitation. Inherited imitative behavior is hard to demonstrate. The
parrot may possibly owe its distinction only to an inherited capacity to be reinforced by
the production of imitative sounds. In any case, an inherited repertoire of imitative
behavior in man is insignificant, compared with the product of certain powerful
contingencies of reinforcement which establish and maintain behaving-as-others-
behave. For example, if organism 4 sees organism B running in obvious alarm, 4 will
probably avoid aversive consequences by running in the same direction. Or, if 4 sees B
picking and eating ripe berries, 4 will probably be reinforced for approaching the same
berry patch. Thousands of instances of this sort compose a general contingency
providing for the reinforcement of doing-as-others-do. In this sense, behavior
exemplifying imitation is acquired, yet it is practically inevitable whenever two or
more organisms live in contact with one another. The essential conditions are not in
themselves social.

Most social behavior, however, arises from social antecedents. Transmission is more
important than social invention. Unlike the origin of cultural practices, their
transmission need not be a matter for speculation, since the process can be observed.
Deliberate transmission (that is, transmission achieved because of practices which have
been reinforced by their consequences) is not needed. For example, some practices are
perpetuated as the members of a group are severally replaced. If 4 has already
developed specific controlling behavior with respect to B, depending partly upon
incidental characteristics of B’s behavior, he may impose the same control on a new
individual, C, who might not himself have generated just the same practices in 4. A
mother who has shaped the vocal responses of her first baby into a primitive verbal
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repertoire may bring already established contingencies to bear on a second child. A
leader who has acquired aversive controlling practices in his interactions with a
submissive follower may take by storm a second follower even though, without this
preparation, the leader-follower relation might have been reversed in the second case.
Overlapping group membership is, of course, only one factor contributing to manners,
customs, folkways, and other abiding features of a social environment.

These simple examples are offered not as solutions to important problems but to
illustrate an approach to the analysis of social behavior and to the design of a culture. A
special kind of social behavior emerges when A4 responds in a definite way because of
the effect on the behavior of B. We must consider the importance of B to 4 as well as of
A to B. For example, when 4 sees B looking into a store window, he is likely to be
reinforced if he looks too, as in the example of the berry patch. But if this looking is
important to B, or to a third person who controls B, a change may take place in B’s
behavior. B may look into the window in order to induce 4 to do the same. The carnival
shill plays on the behavior of prospective customers in this way. B’s behavior is no
longer controlled by what is seen in the window but (directly or indirectly) by the effect
of that behavior on 4. (The original contingencies for 4 break down: the window may
not now be “worth looking into.”) Action taken by B because of its effect on the
behavior of 4 may be called “personal control.” An important subdivision is verbal
behavior, the properties of which derive from the fact that reinforcements are mediated
by other organisms. Another subdivision is cultural design.

In analyzing any social episode from this point of view a complete account must be
given of the behaviors of both parties as they contribute to the origin and maintenance
of the behavior of each other. For example, in analyzing a verbal episode, we must
account for both speaker and listener. This is seldom done in the case of nonverbal
personal control. In noticing how the master controls the slave or the employer the
worker, we commonly overlook reciprocal effects and, by considering action in one
direction only, are led to regard control as exploitation, or at least the gaining of a one-
sided advantage; but the control is actually mutual. The slave controls the master as
completely as the master the slave, in the sense that the techniques of punishment
employed by the master have been selected by the slave’s behavior in submitting to
them. This does not mean that the notion of exploitation is meaningless or that we may
not appropriately ask, Cui bono? In doing so, however, we go beyond the account of
the social episode itself and consider certain long-term effects which are clearly related
to the question of value judgments. A comparable consideration arises in the analysis
of any behavior which alters a cultural practice.

We may not be satisfied with an explanation of the behavior of two parties in a
social interaction. The slaves in a quarry cutting stone for a pyramid work to escape
punishment or death, and the rising pyramid is sufficiently reinforcing to the reigning
Pharaoh to induce him to devote part of his wealth to maintaining the forces which
punish or kill. An employer pays sufficient wages to induce men to work for him, and
the products of their labor reimburse him with, let us say, a great deal to spare. These
are on-going social systems, but in thus analyzing them we may not have taken
everything into account. The system may be altered by outsiders in whom sympathy
with, or fear of, the lot of the slave or exploited worker may be generated. More
important, perhaps, is the possibility that the system may not actually be in equilibrium.
It may breed changes which lead to its destruction. Control through punishment may
lead to increasing viciousness, with an eventual loss of the support of those needed to

59



maintain it; and the increasing poverty of the worker and the resulting increase in the
economic power of the employer may also lead to counter-controlling action.

A culture which raises the question of collateral or deferred effects is most likely to
discover and adopt practices which will survive or, as conditions change, will lead to
modifications which in turn will survive. This is an important step in cultural design,
but it is not easily taken. Long-term consequences are usually not obvious, and there is
little inducement to pay any attention to them. We may admire a man who submits to
aversive stimulation for the sake of later reinforcement or who eschews immediate
reinforcement to avoid later punishment, but the contingencies which lead him to be
“reasonable” in this sense (our admiration is part of them) are by no means
overpowering. It has taken civilized societies a long time to invent the verbal devices—
the precepts of morals and ethics—which successfully promote such an outcome.
Ultimate advantages seem to be particularly easy to overlook in the control of behavior,
where a quick though slight advantage may have undue weight. Thus, although we
boast that the birch rod has been abandoned, most school children are still under
aversive control—not because punishment is more effective in the long run, but
because it yields immediate results. It is easier for the teacher to control the student by
threatening punishment than by using positive reinforcement with its deferred, though
more powerful, effects.

A culture which has become sensitive to the long-term consequences of its measures
is usually supported by a literature or philosophy which includes a set of statements
expressing the relations between measures and consequences. To the cultural designer,
these statements function as prescriptions for effective action; to the members of the
group, they are important variables furthering effective self-management. (To both, and
to the neutral observer, they are sometimes said to “justify” a measure, but this may
mean nothing more than strengthening the measure by classifying it with certain kinds
of events characteristically called “good” or “right.”) Thus, a government may induce
its citizens to submit to the hardship and tragedy of war by picturing a future in which
the world is made safe for democracy or free of Communism, or to a program of
austerity by pointing to economic changes which will eventually lead to an abundance
of good things for all. In so doing, it strengthens certain behavior on the part of its
citizens which is essential to its purposes, and the resulting gain in power reinforces the
government’s own concern for deferred effects and its efforts to formulate them.

The scientific study of behavior underlines the collateral effects of controlling
practices and reveals unstable features of a given interaction which may lead to long-
deferred consequences. It may dictate effective remedial or preventive measures. It
does not do this, however, by taking the scientist out of the causal stream. The scientist
also is the product of a generic endowment and an environmental history. He also is
controlled by the culture or cultures to which he belongs. Doing-something-about-
human-behavior is a kind of social action and its products and by-products must be
understood accordingly.

A reciprocal relationship between the knower and the known, common to all the
sciences, is important here. A laboratory for the study of behavior contains many
devices for controlling the environment and for recording and analyzing the behavior
of organisms. With the help of these devices and their associated techniques, we
change the behavior of an organism in various ways, with considerable precision. But
note that the organism changes our behavior in quite as precise a fashion. Our
apparatus was designed by the organism we study, for it was the organism which led us
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to choose a particular manipulandum, particular categories of stimulation, particular
modes of reinforcement, and so on, and to record particular aspects of its behavior.
Measures which were successful were for that reason reinforcing and have been
retained, while others have been, as we say, extinguished. The verbal behavior with
which we analyze our data has been shaped in a similar way: order and consistency
emerged to reinforce certain practices which were adopted, while other practices
suffered extinction and were abandoned. (All scientific techniques, as well as scientific
knowledge itself, are generated in this way. A cyclotron is “designed” by the particles
it is to control, and a theory is written by the particles it is to explain, as the behavior of
these particles shapes the nonverbal and verbal behavior of the scientist.)

A similarly reciprocal effect is involved in social action, especially in cultural
design. Governmental, religious, economic, educational, and therapeutic institutions
have been analyzed in many ways—for example, as systems which exalt such entities
as sovereignty, virtue, utility, wisdom, and health. There is a considerable advantage in
considering these institutions simply as behavioral technologies. Each one uses an
identifiable set of techniques for the control of human behavior, distinguished by the
variables manipulated. The discovery and invention of such techniques and their later
abandonment or continued use—in short, their evolution—are, or should be, a part of
the history of technology. The issues they raise, particularly with respect to the
behavior of the discoverer or inventor, are characteristic of technology in general.

Both physical and behavioral technologies have shown progress or improvement in
the sense that new practices have been discovered or invented and tested and that some
of them have survived because their effects were reinforcing. Men have found better
ways, not only to dye a cloth or build a bridge, but to govern, teach, and employ. The
conditions under which all such practices originate range from sheer accident to the
extremely complex behaviors called thinking. The conditions under which they are
tested and selected are equally diverse. Certain immediate personal advantages may
well have been the only important variables in the behavior of the primitive inventors
of both physical and cultural devices. But the elaboration of moral and ethical practices
has reduced the importance of personal aggrandizement. The honorific reinforcements
with which society encourages action for the common weal, as well as the sanctions it
applies to selfish behavior, generate a relatively disinterested creativity. Even in the
field of personal control, improvements may be proposed, not for immediate
exploitation, but—as by religious leaders, benevolent rulers, political philosophers, and
educators—for “the good of all.”

Only an analysis of moral and ethical practices will clarify the behavior of the
cultural designer at this stage. He has faced a special difficulty in the fact that it is
easier to demonstrate the right way to build a bridge than the right way to treat one’s
fellow men (the difference reducing to the immediacy and clarity of the results). The
cultural inventor, even though relatively disinterested, has found it necessary to appeal
for support to secular or divine authorities, supposedly inviolable philosophical
premises, and even to military persuasion. Nothing of the sort has been needed for the
greater part of physical technology. The wheel was not propagated by the sword or by
promises of salvation—it made its own way. Cultural practices have survived or fallen
only in part because of their effect on the strength of the group, and those which have
survived are usually burdened with unnecessary impedimenta. By association, the
current designer is handicapped by the fact that men look behind any cultural invention
for irrelevant, ingenuous, or threatening forces.
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There is another step in physical technology, however, which must have a parallel in
cultural design. The practical application of scientific knowledge shows a new kind of
disinterestedness. The scientist is usually concerned with the control of nature apart
from his personal aggrandizement. He is perhaps not wholly “pure,” but he seeks
control mainly for its own sake or for the sake of furthering other scientific activity.
There are practical as well as ethical reasons for this: as technology becomes more
complex, for example, the scientist himself is less and less able to pursue the practical
implications of his work. There is very little personal reimbursement for the most
profitable ideas of modern science. As a result, a new idea may yield immediate
technological improvements without bringing the scientist under suspicion of plotting a
personal coup. But social technology has not yet reached this stage. A disinterested
consideration of cultural practices from which suggestions for improvement may
emerge is still often regarded as impossible. This is the price we pay for the fact that
men (1) have so often improved their control of other men for purposes of exploitation,
(2) have had to bolster their social practices with spurious justifications, and (3) have
so seldom shared the attitudes of the basic scientist.

Most people would subscribe to the proposition that there is no value judgment
involved in deciding how to build an atomic bomb, but would reject the proposition
that there is none involved in deciding to build one. The most significant difference
here may be that the scientific practices which guide the designer of the bomb are clear,
while those which guide the designer of the culture which builds a bomb are not. We
cannot predict the success or failure of a cultural invention with the same accuracy as
we do that of a physical invention. It is for this reason that we are said to resort to value
judgments in the second case. What we resort to is guessing. It is only in this sense that
value judgments take up where science leaves off. When we can design small social
interactions and, possibly, whole cultures with the confidence we bring to physical
technology, the question of value will not be raised.

So far, men have designed their cultures largely by guesswork, including some very
lucky hits; but we are not far from a stage of knowledge in which this can be changed.
The change does not require that we be able to describe some distant state of mankind
toward which we are moving or “deciding” to move. Early physical technology could
not have foreseen the modern world, though it led to it. Progress and improvement are
local changes. We better ourselves and our world as we go.

We change our cultural practices because it is in our nature as men to be reinforced
in certain ways. This is not an infallible guide. It could, indeed, lead to fatal mistakes.
For example, we have developed sanitation and medical science to escape from
aversive events associated with illness and death, yet a new virus could conceivably
arise to wipe out everyone except those to whom chronic illness and filth had granted
immunity. On the present evidence, our decision in favor of sanitation and medicine
seems to make for survival, but in the light of unforeseeable developments we may in
time look back upon it as having had no survival value.

From time to time, men have sought to reassure themselves about the future by
characterizing progress as the working out of some such principle as the general will,
universal or collective reason, or the greatest good. Such a principle, if valid, would
seem to guarantee an inevitable, if devious, improvement in the human condition. No
such principle is clearly supported by a scientific analysis of human behavior. Yet the
nature of man tells us something. Just as an ultimate genetic effect cannot be reached if
immediate effects are not beneficial, so we must look only to the immediate
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consequences of behavior for modifications in a cultural pattern. Nevertheless, cultural
inventions have created current conditions which have at least a probabilistic
connection with future consequences. It is easy to say that men work for pleasure and
to avoid pain, as the hedonists would have it. These are, indeed, powerful principles;
but in affecting the day-to-day behavior of men, they have led to the construction of
cultural devices which extend the range of both pleasure and pain almost beyond
recognition. It is the same man, biologically speaking, who acts selfishly or for the
good of the group, and it is the same man who, as a disinterested scientist, will make
human behavior vastly more effective through cultural invention.
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“Man”

Man has long sought to explain his behavior by searching for its causes. Historians and
biographers have traced human achievements to conditions of birth, climate, culture,
and personal contacts, and some of them have joined philosophers and essayists in
more sweeping generalizations. Science has naturally worked in the same direction.
The social sciences specialize in statistical demonstrations, but psychology and
physiology are closer to history and biography in concentrating on the individual. In
any case, more and more of the behavior of organisms, including man, is being
plausibly related to events in their genetic and environmental histories. If other sciences
are any guide, human behavior may ultimately be accounted for entirely in such terms.

The traditional conception, of course, is very different. It holds that a man behaves as
he does because of his wishes, impulses, emotions, attitudes, and so on. His behavior is
important only as the expression of an inner life. Many psychologists still subscribe to
this view. The good Freudian attributes observable behavior to a drama played in
nonphysical space by an immanent triumvirate scarcely to be distinguished from the
spirits and demons of early animism. Other psychologists merely divide the inner
personae into parts, each of which still carries on its little share of mental life. Thus,
where a scientific analysis relates behavior to the physical environment, the mentalist
may insist that the mind observes only a none-too-reliable copy of the environment
called subjective experience. Where a scientific analysis shows that we react in a given
way because similar actions in our past have had particular consequences, the mentalist
may insist that we act because we have stored memories of past actions and of their
consequences, which we now scan in order to reach certain expectations leading to an
act of will which initiates behavior. Where a scientific analysis traces certain disturbing
patterns of behavior to a history of punishment, the mentalist may argue that the
disturbance is in the personality and that it is the effect of anxiety, just possibly
generated by punishment. The traditional conception of man is an example of an
explanatory strategy which was once common in other sciences. It has survived in
psychology, possibly because of the extraordinary complexity of the subject matter. As
plausible connections with external variables are demonstrated in spite of that
complexity, however, the need for inner explanations is reduced. An effective scientific
analysis would presumably dispense with them altogether.

That such an analysis will be simpler, more expedient, and more useful will not
necessarily mean its adoption, because the older view served other than scientific
functions. A behavioristic reinterpretation of mental life is not a fundamental issue for
many people, but everyone has a stake in human behavior, and there are other reasons
why the scientific picture may not seem to be a picture of man at all. Certain long-
admired characteristics of human behavior seem to be neglected, and their absence is
more threatening than any implication about the nature of consciousness or the
existence of free will.

C. S. Lewis, for example, has gone so far as to argue that science is embarked upon
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“the abolition of man.”! He is concerned with the neglect of a familiar feature of the

traditional picture—an indwelling sense of justice, a felt standard of rightness, an inner
source of values. To the traditionalist a human act is not simply a physical movement,
it is a judgment, or the expression of a judgment, reached only by applying certain
standards of conduct. It is not the act which is essentially human (morally acceptable
though it may be), but the application of the standard. We may condition a man to
behave in virtuous ways as we condition animals to behave according to any set of
specifications, but such a man will not be virtuous. According to this view he can be
virtuous only if he has not been conditioned to behave well automatically but has
arrived at given forms of virtuous conduct by consulting his sense of rightness. (The
argument is reminiscent of the complaint that a rational religion destroys piety, that
proof of the existence of God deprives men of the opportunity to demonstrate their
faith.)

If this traditional conception of man is to continue to challenge the scientific view,
however, some thorny questions need to be answered. What is happening when a man
refers to a standard of rightness? Can this form of behavior be analyzed? Where do
standards come from? If the answer is that they come from the genetic or
environmental history, then the scientific view is not in danger. And this appears to be
the case. Lewis, for example, acknowledges that the sentiments he so highly values
must be learned. “The little human animal,” he says, “would not at first have the right
responses”—indeed, in that sense would not yet be human. And he quotes Plato with
approval to the effect that such things as taste and compassion must be taught before a
child is “of an age to reason.” These are the contentions of an environmentalist. The
values to which a man must be able to appeal in order to be human are not originally
his, and something beyond him is therefore ultimately responsible for his action. (The
same unhappy story can be told of all inner explanations of human conduct, for the
explanations must themselves be explained—possibly in terms of other inner events but
eventually, and necessarily, in terms of forces acting upon a man from without.)

A small issue survives at a technical level. How are we to teach a child to behave
well? We can begin by conditioning him to make so many purely automatic, right
responses, but we shall find that the number which must thus be taught is distressingly
large. It is more efficient, if not actually necessary, to teach him to examine each new
occasion as it arises and, by applying certain rules, to arrive at an appropriate response.
Such is our practice in teaching multiplication. Up to twelve-times-twelve we condition
specific responses, each of which can be quite automatic, implying no understanding of
multiplication. Beyond that, we find it expedient to condition certain procedures which
permit the child to arrive at a vast number of specific products which it would not be
efficient to condition separately.

It is sometimes argued that there is an element of freedom in the application of
standards which is lacking in the automatic execution of right responses. But a sense of
freedom is another of those inner attributes which lose their force as we more clearly
understand man’s relation to his environment. Freedom—or, rather, behavior which
“feels free”—is also the product of a history of conditioning. In that remarkable book,
Emile, Jean Jacques Rousseau tried to find replacements for the punitive methods of
the schools of his time. He insisted that students should behave as they want, rather
than as they are forced to behave through physical coercion. He showed an
extraordinary ingenuity in substituting positive inducements for punishment. But he
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was not turning education over to the pupil himself.

Let [the child] believe that he is always in control, though it is always you [the teacher]
who really controls. There is no subjugation so perfect as that which keeps the appearance of
freedom, for in that way one captures volition itself. The poor baby, knowing nothing, able to
do nothing, having learned nothing, is he not at your mercy? Can you not arrange everything
in the world which surrounds him? Can you not influence him as you wish? His work, his
play, his pleasures, his pains, are not all these in your hands and without his knowing it?
Doubtless he ought to do only what he wants; but he ought to want to do only what you want
him to do; he ought not to take a step which you have not foreseen; he ought not to open his

mouth without your knowing what he will say.2

Thus spoke a great champion of human freedom! Like a sense of rightness or justice,
the dispositions which make a given act feel free come from the environment. The
surviving question is again technical. What is the best way to bring about those changes
which are the object of education? There are many advantages in arranging matters so
that the pupil does what he wants to do, but he must be carefully prepared to want to do
those things which are required for effective instruction.

Another human attribute which seems to be missing from the scientific picture
concerns what one does not want to do. In the traditional view a man has duties as well
as rights: there are things he must do or suffer the consequences. He is responsible for
his conduct in the sense that, if he does not behave in a given way, it is only fair that he
be punished. To escape punishment—either the natural punishments of the physical
environment or the social punishments of society—he engages in an activity called
self-control. When the same ultimate “good” behavior is achieved without using
punishment, self-control in this sense is unnecessary.

The omission of personal responsibility from the scientific conception of man has

been particularly deplored by Joseph Wood Krutch.> When we regard a criminal as in
need of treatment rather than punishment, for example, we deprive him of “the human
attribute of responsibility.” Treatment is only one way of generating good behavior
without punishment. Preventive steps are likely to be more valuable. For example, we
might control stealing by creating a world free of inciting circumstances (for example,
a world in which there is nothing one does not already have or where nothing is within
reach to be stolen) or by conditioning behavior which is incompatible with stealing or
displaces it (for example, we might strongly reinforce “respecting the property of
others” or teach easier, legal ways of getting things). When we solve the problem in
any of these ways, we leave no room for personal responsibility or self-control. We
leave no room for moral struggle; and if to struggle is human, we have indeed
destroyed something of man.

The same argument holds for nongovernmental punishments. Smoking cigarettes is
“naturally” punished by lung cancer or the threat of lung cancer, as overeating is
punished by obesity, illness, and the threat of an early death. Aggressive action is
punished by retaliative measures. All these aversive consequences normally lead to
some measure of self-control. But we can reduce the inclination to smoke, eat, or act
aggressively in other ways—and with it the need to control oneself. Appropriate drugs
have this effect. A tranquilizer reduces the need to control aggression, an appetite-
suppressant reduces the need to control eating, and a drug which would reduce the
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tendency to smoke cigarettes would reduce the need to control one’s smoking habits.
Another form of control would be to build a world in which the positive reinforcements
now accorded these behaviors are carefully managed. In such a world a man would be
either naturally wise and good or at least easily taught to be wise and good. There
would be no place for intellectual and moral struggle.

Any technology, physical or social, which reduces punishing consequences reduces
the need for self-control and personal responsibility. If the same acceptable conduct is
achieved, it is difficult to see why anyone should object. The trouble is that the
characteristics which are thus dismissed have long been admired. We admire people
who apply ethical and moral standards, who accept responsibility, and who control
themselves. We admire them in part because the results are reinforcing to us, for the
individual is thus induced to conform to the interests of others. We also admire such
behavior just in order to support it. Admiration is a social practice used to eke out a
defective control. There are certain kinds of heroism, for example, which society can
engender only by effusively admiring them. We induce men to die for their country by
convincing them that it is sweet and decorous to do so. Students work hard to be
admired by their teachers. Men undergo exhausting labor and suffer pain with patience
because they are admired for doing so. Yet technological progress is directed toward
making all this unnecessary. In a world at peace there will be no military heroism to
admire. We shall no longer admire patient suffering when men seldom need to suffer.
We do not even now give men credit for exhausting labor if the labor can be “saved,”
and we shall not admire students who work hard when there are techniques of
education in which they need not “work™ at all. We shall no longer admire wrestling
with the devil, if it turns out that the devil is simply a slight disturbance in the
hypothalamus which can be allayed by a suitable drug.

In turning to external and manipulable variables, a scientific analysis moves away
from supposed inner activities which we have tried to reach through admiration. The
inner activity, needing to be admired, naturally seems admirable. Thus we admire a
man who can multiply by applying rules more than one who merely recites the
multiplication table in an automatic fashion, but we admire the latter far beyond one
who simply uses a calculating machine. The calculating machine has been designed to
reduce the behavior required in multiplication to external, sharply defined, relatively
infallible, and almost effortless responses. It improves multiplication, but makes the
multiplier less admirable. Plato records an objection to the invention of the alphabet on
similar grounds: if texts were generally available, a man would seem to know things

which he had merely read.* But the alphabet was invented precisely to enable one man
to profit from the direct knowledge of another. Must we destroy all physical and social
inventions in order to recapture a man we can wholeheartedly admire?

Two important features often said to be missing from the scientific picture of man
are actually emphasized in it. If man has no freedom of choice, if he can initiate no
action which alters the causal stream of his behavior, then he may seem to have no
control over his own destiny. The scientific view of man according to Krutch is a “dead

end.” The fact is, however, that men control both their genetic and environmental
histories, and in that sense they do, indeed, control themselves. Science and technology
are concerned with changing the world in which men live, and changes are made
precisely because of their effects on human behavior. We have reached the stage, far
from a dead end, in which man can determine his future with an entirely new order of
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effectiveness. C. S. Lewis would still protest; in The Abolition of Man he wrote, ... the
power of man to make himself what he pleases means... the power of some men to
make other men what they please.” But it has always been thus. Men control
themselves by controlling the world in which they live. They do this as much when
they exercise self-control, as when they make changes in their culture which alter the
conduct of others.

Another feature of the traditional concept which is emphasized rather than abolished
is individuality. Some practices derived from a scientific knowledge of human behavior
could no doubt lead to regimentation, as practices consonant with traditional
conceptions have often done, but there is nothing in the scientific position which makes
this inevitable. On the contrary, as the product of a set of genetic and environmental
variables man is most reassuringly unique. The uniqueness of the human fingerprint
once came as a surprise and, because of its practical usefulness, is still a familiar
symbol of individuality. But the body which each man derives from his genetic history
is a vast system of unique structures of which the whorls on the ball of the thumb are a
ridiculously trivial example. Equally idiosyncratic are all those characteristics which a
man derives from his environment. It is true that certain scientific practices are
simplified when these sources of individuality are minimized, but there is nothing in
scientific practice or theory which threatens individuality or questions the possibility
that some collocations of variables arising from these sources will have the outstanding
results we attribute to talent or genius.

It is not easy to abandon notions like a sense of justice, a sense of freedom, and
personal responsibility or to accept a new interpretation of man’s individuality and his
power to control his own destiny. Yet it would be remarkable if any conception of man
did not occasionally need revision. Human behavior is extraordinarily complex, and it
is unlikely that a true definitive account has been reached so soon. The traditional
conception has certainly not made us conspicuously successful in dealing with human
affairs. The alternative picture which a science of behavior asks us to accept is not
really frightening. Man survives unchanged. Physics does not change the nature of the
world it studies, and no science of behavior can change the essential nature of man,
even though both sciences yield technologies with a vast power to manipulate their
subject matters. Science leads us to see man in a different light, but he is nevertheless
the same man we once saw in another light. If we must have something to admire, let it
be man’s willingness to discard a flattering portrait of himself in favor of a more
accurate and hence more useful picture. Even here admiration is superfluous. The hard
fact is that the culture which most readily acknowledges the validity of a scientific
analysis is most likely to be successful in that competition between cultures which,
whether we like it or not, will decide all such issues with finality.

From Proceedings of the American Philosophical Society, 1964, 108, 482—485.
! Lewis, C. S. The Abolition of Man. New York, 1947.

2 Rousseau, Jean Jacques. Emile ou de L’Education. Amsterdam et Francfort, 1762.
Page 121 in the Classiques Garnier Edition.

3 Krutch, Joseph Wood. The Measure of Man. Indianapolis: Bobbs-Merrill, 1953.
4 Plato. Phaedrus. Jowett translation, III: 274e-275b.
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The Design of Experimental Communities

A community may be thought of as a small state, even a miniature world, in which
some of the problems of implementing a way of life are reduced to manageable size.
Many kinds of communities have served this purpose. Although seemingly successful
unplanned cultures have often been taken as models (Arcadia by the Greeks, the South
Sea islands by the eighteenth-century social philosophers), this article is concerned
with communities which have been or might be explicitly designed.

Some of the rules of the Qumran Community were set forth in the Manual of
Discipline found among the Dead Sea Scrolls, which the community helped to
preserve. The rules of Benedict and Augustine governed life in similar monastic
communities. Semireligious and secular communities flourished in the nineteenth

century in America (the Oneida Community is a particularly interesting example).1
Explicitly designed, or intentional, communities of the twentieth century range from
the intensely religious Bruderhof to the essentially secular kibbutzim in Israel. The
Soviet collectives and mikroraions and the Chinese communes, though parts of larger
governmental structures, are other examples. Fictional communities—for example,

those described in Thomas More’s Utopia2 and Francis Bacon’s New Atlantis> have
also captured men’s imaginations.

In its relation to government in the broadest sense, a community, speculative or
attempted, serves something of the function of a pilot experiment in science or a pilot
model or plant in technology. It is constructed on a small scale. Certain problems
arising from sheer size—such as communication and transportation—can then be
neglected, but the main advantage is that closer attention can be given to the lives of
individual members. Such a community is also almost always geographically isolated.
Utopias have often occupied islands, but walls isolate almost as well as water. (The
members of a sect, no matter how well organized, are not usually regarded as a
community if they are widely dispersed geographically.) There is also a certain
isolation from tradition. The eighteenth-century European could expect to abandon
much of his culture when he reached Tahiti; life in a monastery may begin with a ritual
of rebirth. All this makes it easier to think about such a community as a viable or
perishable entity—as an organism with a life of its own. Its success or failure, unlike
the rise and fall of eras or nations, is likely to be quick and conspicuous. New ways of
doing things are tested for their bearing on its success. Such a community, in short, is
an experiment.

Men found, join, or dream of such communities for many reasons. Some are moved
by intellectual interests: they want to prove a theory (for example, that men are
naturally noble or that they are incomplete without “community” or “love”) or to
hasten a prophesied stage in history. Others have more immediate personal reasons:
they seek simple pleasures, the satisfaction of basic needs, political order, economic
stability, help in self-discipline, and so on. Such goals are often formalized as “values.”
The goal of the community is to maximize happiness, security, sanctity, or personal
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fulfillment. The more general the goal, however, the more debatable it seems to be. In
conceiving of a community as a pilot experiment, the designer may turn directly to two
practical questions: What behavior on the part of the members of a community is most
likely to contribute to its success? How may that behavior be generated and
maintained?

Some answers to the first question are quite obvious. It is important to a community
that its members defend it against its enemies, produce the food, shelter, clothing, and
other things it needs, and maintain internal order. It is also obviously important that its
members teach each other, and, particularly, new members, how to behave in necessary
ways. Other kinds of behavior—for example, in the uses of leisure—often figure
prominently among expressed goals, but their relevance to the success of a community
is not always clear. These behaviors are things members “want to do,” and various
reasons may be given for doing them, but the designer may proceed most effectively by
confining himself to behaviors that are demonstrably related to success or survival.

The second question has usually been answered by appeal to historical analogy. Men
have lived peacefully, productively, stably, and happily under many observed systems
or structures of government, economics, society, family life, and so on. There is a
strong presumption that a given system generates the behavior observed under it, as
political science, economics, sociology, and other social disciplines usually contend.
We might conclude, therefore, that the designer has only to choose among systems or
structures. Should the government of a community be authoritarian or democratic?
Should the society be open or closed? Should the social structure be classless or
stratified? Should the economy be planned or laissez-faire? Should the family be strong
or weak? Questions at this level of analysis offer little practical help in designing a
community. Terms like “authoritarian” and “laissez-faire” seldom refer to properties
which a designer can build into a social environment, and terms like “peaceful” and
“stable” do not sharply characterize behavior which can be shown to contribute to the
success of such an environment.

There is a more useful level of analysis. Every developed language contains terms
which describe in great detail the social environment and the behavior it generates.
Rules of thumb useful in modifying behavior are expressed in such terms. Thus,
everyone knows how to attract a man’s attention, to arouse him emotionally, to reward
and punish him, and so on. Communities are usually designed with an eye to this level
of human behavior. The designer is concerned not with a hypothetical type of
economic system but with actual working conditions, not with a hypothetical type of
government but with ethical practices and instructions in self-discipline, not with a
formal conception of social or family structure but with specific interactions among the
members of a group.

The relations between behavior and environment at this level have only recently
been formulated in a systematic way. It is significant that statements expressing an
understanding of human nature or a skill in handling people—for example, in the
essays of such men as Bacon or Montaigne or in sporadic comments by political
scientists, economists, and others—have remained aphoristic. They have never been
brought together in a coherent, consistent account. Psychology is the scientific
discipline relevant here, but it has only recently been able to supply an effective
alternative to folklore and personal experience. A special branch of psychology has
now reached the point at which promising technological applications are becoming
feasible. The principles derived from an experimental analysis of behavior offer the
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designer considerable help in setting up an environment under which behavior which
will contribute to the success of the community may be generated.

At any level of analysis, certain conditions either lie beyond the control of the
designer or, if used by him to advantage, limit the significance of his design as a
general solution. He cannot actually institute a new culture all at once: the earlier social
environments of the members of a community will play a role, if only in providing a
contrast to a new way of life. Members may show personal idiosyncrasies or
background differences. They may have been explicitly selected—and will almost
certainly be self-selected—with respect to some such trait as cooperativeness or
intelligence. The site of the community—its climate, soil, and existing flora and fauna
—will be favorable or unfavorable. The community will begin with a certain amount of
starting capital, it will have natural resources, and it may continue to receive outside
support in the form of charity or philanthropy. All these conditions limit the
significance of a successful result, but there is still scope for extensive design. A few
examples must suffice here.

Negative Reinforcement

An important element in any culture is the use of force. The state is often defined
primarily in terms of the power to punish. We say that punishment requires force
because its imposition is resisted. In political theory the right and power to punish are
discussed under some such concept as “sovereignty.” The behavioral processes are
obvious and easily related to the role of punishment. The term applies, strictly
speaking, only to the suppression of unwanted behavior, but the punishing events used
for that purpose can be used to generate behavior—to induce people to behave in given
ways by “punishing them for not behaving.” The technique is particularly useful in
offsetting other aversive consequences, as in forcing men to fight or to fill production
quotas. Effectively used, punishment in this broad sense can make men law-abiding,
obedient, and dutiful.

But there are inevitable side effects. One who is behaving well in order to escape
punishment may simply escape in other ways, as exemplified by military desertion and
religious apostasy. Extensive use of punishment will cost a community some of its
members. It may also lead to counterattack—as in revolution or religious reformation
—or to stubborn resistance to all forms of control. These are familiar, predictable
reactions upon which an experimental analysis of behavior throws considerable light. A
slow, erratic trend toward minimizing aversive control in the design of a community is
actually an example of such a by-product. This trend is exemplified when powerful
military or police action is replaced by ethical control imposed by those with whom the
citizen is in immediate contact or when educational programs are designed to reduce
the frequency with which aversive behavior occurs or to prepare the individual to
adjust more effectively to any remaining forcible control. An example of a more
extreme alternative is the cloister, an environment in which unwanted behavior is
unlikely or impossible and in which wanted behavior is particularly likely to occur.

Positive Reinforcement
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A very different example of the relevance of an analysis of behavior to the design of a
community is the use of so-called rewards. A community may need as much power to
reward as to punish, but it is not said to be using force because its operations are not
resisted. Reward refers very loosely to the “positive reinforcers” which have been
extensively analyzed in laboratory research. It is a basic principle that behavior which
is followed by certain kinds of consequences is more likely to occur again, but
reinforcements may be contingent on behavior in many subtle and complex ways, and
extensive technological knowledge is needed to use the principle effectively in all its
ramifications. Although it is generally true that the greater the reinforcement the more
it is productive of behavior, the amount of behavior generated is not related in any
simple way to the amount of reinforcement. The net gain or utility of an action has little
relation to the probability that the action will occur. Indeed, under certain contingencies
of reinforcement—for example, in gambling—behavior may be maintained at a high
level for long periods of time even though the net monetary gain is negative.

A community may resort to positive reinforcement to generate any behavior
important to its success. For example, it may arrange for reinforcement through group
approval of accepted behavior as an alternative to coercive legal or ethical control. It
will also be interested, of course, in the classical problem of maintaining productive
labor. (If there is any established discipline which is most closely concerned with
positive reinforcement, it is economics.) The designer of effective working conditions
in a small community is in a favorable position to use a technology of reinforcement.
The immediate temporal contingencies are crucial. Many communities have given
special attention to rewarding productive labor. Some have returned to conditions
which prevail in the life of the craftsman —that is, they have used the natural
reinforcing consequences of labor. It is not a very enlightened solution. Furthermore,
the use of money as a reinforcement is admittedly not as simple as it may at first
appear. The value of money must, of course, be taught—but so must the value of early
stages of craftwork. The main difficulty is that wages are artificially contingent upon
the behavior which produces them, and it has been difficult to construct contingencies
which maintain productive labor without undesirable side effects. It was once thought
that the deficiency must be offset by making wages more powerful as reinforcers—for
example, by maintaining a hungry labor force. Another solution has been to increase
the actual amount of reinforcement (by raising wages). The contingencies of
reinforcement have remained poorly analyzed, however. Current systems of rewards
are largely aversive, the threatened loss of a standard of living being more important
than the receipt of wages. Effective reinforcement of productive labor is one of the
more interesting areas in which the designer of an experimental community may apply
recent scientific discoveries.

When goods and services which may be used as reinforcers are allowed to become
available for other reasons—when, for example, they are supplied by a bountiful nature
or a bountiful government concerned with welfare or happiness—much of their
reinforcing effect is lost. We make explicit use of this principle when, as an alternative
to punishment, we deliberately destroy contingencies by supplying reinforcers gratis—
for example, when we give men the things they would otherwise behave illegally to
get. If the community does not need productive work, reinforcing contingencies can
safely be neglected, but a long-standing conflict between welfare and incentive
suggests that the issue has not been wholly resolved.
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LEISURE

Positive reinforcement occupies an especially important place in solving the problem
of leisure. With modern technology it is conceivable that a man need not spend much
time in making his contribution to peace and prosperity. What is he to do with the rest
of his time? Perhaps it does not matter. If the community has solved the essential
problems of daily life, it may leave each member free to do as he pleases. But he is free
only to come under other forms of control. If there are no effective reinforcers, he may
spend all his waking hours doing nothing. Or he may come under the sustained control
of biological reinforcers, such as food, sex, aggressive damage to others, or drug-
induced euphoric states. Weaker reinforcers will take control when they occur on
powerful schedules: leisure is often spent in repetitive and compulsive activities, such
as solitaire or other simple games.

These are all forms of behavior which flourish when behaviors having a more
specific relevance to the success of a community are not needed. A community may be
able to afford a certain number of them, but it stands to profit more from other uses of
free time. Sports, games, and other forms of complex play; arts and crafts, music, and
the dance; literature and the theater; and the contemplation, observation, and
exploration of nature which constitute “science” in the broadest sense are important
activities to the designer because they bear on the success of the community. Some of
them make the community more attractive in the sense that they reinforce supporting
behavior and discourage defection. For example, they reinforce the simple behavior of
remaining in the community. Other activities develop extraordinary skills which make
it possible for members to meet emergencies with maximum effectiveness. Those
which advance science yield the physical and cultural technologies needed for the
maintenance and improvement of the community as a way of life.

These relations to the success of a community are overlooked in saying that leisure is
to be devoted to the pursuit of happiness, for this emphasizes the reinforcers rather than
the behaviors reinforced. The concept of “happiness” (or, less frivolously, “fulfillment”
or “enrichment”) is often felt to be a necessary, if admittedly troublesome, value in
explaining man’s search for a way of life. From the point of view of an experimental
analysis of behavior, it appears to be merely an awkward way of representing the roles
of positive and negative reinforcers. Its main fault is its neglect of the contingencies of
reinforcement. Asked to describe a world in which he would like to live, a man will
often refer directly to reinforcing conditions—freedom from aversive stimulation and
an abundance of positive reinforcers—but he then finds himself unprepared for many
paradoxes, such as the often encountered unhappiness of those “who have everything”
or, in that other field of utopian speculation, man’s failure to conceive of an interesting
heaven.

In summary, then, a community is much more complex than a laboratory experiment in
human behavior but much simpler than the large-scale enterprises analyzed in political
science, economics, and other social disciplines. For this reason it is especially helpful
in studying the effects of a social environment on human behavior and, in return, the
relevance of that behavior to the maintenance and development of the environment. It
is a favorable ground for social invention. A surprising number of practices first
described in utopian thinking have eventually been adopted on a broader scale. In
writing the New Atlantis Francis Bacon could imagine that scientists might be
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organized to solve the problems of the community. Only after he had made such an
organization plausible was the Royal Society founded—and quite clearly on Bacon’s
model. More general principles are also encouraged. The success or failure of a
community, for example, is easily seen to mean the success or failure of all its
members, whether or not its social structure is egalitarian; but it is hard to reach a
similar sense of community in thinking about a nation or the world as a whole.

It has been suggested that the well-governed Greek city-state, by permitting men to
conceive of an orderly world of nature, led to the development of Greek science. Little
in the world today could have that effect, for the order is now clearly on the side of
science. But if the principles which are emerging from the laboratory study of human
behavior can be shown to be relevant, then science may repay its debt by bringing
order back into human affairs.

From The International Encyclopedia of the Social Sciences. David L. Sills, editor.
New York: Crowell Collier and Macmillan, 1968.

! Noyes, Pierpont. My Father’s House: An Oneida Boyhood. New York: Farrar &
Rinehart, 1937.

2 More, Thomas (1516). The Complete Works of St. Thomas More, vol. 4: Utopia.
New Haven: Yale University Press, 1966.

3 Bacon, Francis (1627). New Atlantis.

75



PART II

A Method for the Experimental Analysis of Behavior—Its Theory and Practice, Its
History, and a Glimpse of Its Future

Are Theories of Learning Necessary?
The Analysis of Behavior

A Case History in Scientific Method
The Experimental Analysis of Behavior
Reinforcement Today
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... sauce his palate
With thy most operant poison
TIMON OF ATHENS, IV, iii
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Are Theories of Learning Necessary?

This paper, presented at a meeting of the Midwestern Psychological Association in
May, 1949, was mainly concerned with the nature and function of theory, with an
analysis of the “measures” used in tracing the learning process, with the question of a
useful dependent variable, with rate of responding as a measure of probability of
response, and with the independent variables which govern behavior. It also provided
an opportunity to report illustrative material from a series of experiments carried out
during the preceding decade. In some of these, supported by General Mills, Inc., and
by the Office of Scientific Research and Development, Keller Breland, Norman
Guttman, W. K. Estes, and Marion Breland collaborated. Others were conducted at
Indiana University with the assistance of Clayton K. Bishop. The paper was published
in Psychological Review, 1950, 57, 193-216 and is reprinted here by permission.

Certain basic assumptions, essential to any scientific activity, are sometimes called
theories. That nature is orderly rather than capricious is an example. Certain statements
are also theories simply to the extent that they are not yet facts. A scientist may guess
at the result of an experiment before the experiment is carried out. The prediction and
the later statement of result may be composed of the same terms in the same syntactic
arrangement, the difference being in the degree of confidence. No empirical statement
is wholly nontheoretical in this sense because evidence is never complete, nor is any
prediction probably ever made wholly without evidence. The term theory will not refer
here to statements of these sorts but rather to any explanation of an observed fact which
appeals to events taking place somewhere else, at some other level of observation,
described in different terms, and measured, if at all, in different dimensions.

Three types of theory in the field of learning satisfy this definition. The most
characteristic is to be found in the field of physiological psychology. We are all
familiar with the changes which are supposed to take place in the nervous system when
an organism learns. Synaptic connections are made or broken, electrical fields are
disrupted or reorganized, concentrations of ions are built up or allowed to diffuse away,
and so on. In the science of neurophysiology statements of this sort are not necessarily
theories in the present sense. But in a science of behavior, where we are concerned with
whether or not an organism secretes saliva when a bell rings, or jumps toward a gray
triangle, or says bik when a card reads fuz, or loves someone who resembles his
mother, all statements about the nervous system are theories in the sense that they are
not expressed in the same terms and could not be confirmed with the same methods of
observation as the facts for which they are said to account.

A second type of learning theory is in practice not far from the physiological,
although there is less agreement about the method of direct observation. Theories of
this type have always dominated the field of human behavior. They consist of
references to “mental” events, as in saying that an organism learns to behave in a
certain way because it “finds something pleasant” or because it “expects something to
happen.” To the mentalistic psychologist these explanatory events are no more
theoretical than synaptic connections to the neurophysiologist, but in a science of
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behavior they are theories because the methods and terms appropriate to the events to
be explained differ from the methods and terms appropriate to the explaining events.

In a third type of learning theory the explanatory events are not directly observed.
The writer’s suggestion [in The Behavior of Organisms] that the letters CNS be
regarded as representing, not the Central Nervous System, but the Conceptual Nervous
System seems to have been taken seriously. Many theorists point out that they are not
talking about the nervous system as an actual structure undergoing physiological or
biochemical changes but only as a system with a certain dynamic output. Theories of
this sort are multiplying fast, and so are parallel operational versions of mental events.
A purely behavioral definition of expectancy has the advantage that the problem of
mental observation is avoided and with it the problem of how a mental event can cause
a physical one. But such theories do not go so far as to assert that the explanatory
events are identical with the behavioral facts which they purport to explain. A
statement about behavior may support such a theory but will never resemble it in terms
or syntax. Postulates are good examples. True postulates cannot become facts.
Theorems may be deduced from them which, as tentative statements about behavior,
may or may not be confirmed, but theorems are not theories in the present sense.
Postulates remain theories to the end.

It is not the purpose of this paper to show that any of these theories cannot be put in
good scientific order, or that the events to which they refer may not actually occur or be
studied by appropriate sciences. It would be foolhardy to deny the achievements of
theories of this sort in the history of science. The question of whether they are
necessary, however, has other implications and is worth asking. If the answer is no,
then it may be possible to argue effectively against theory in the field of learning. A
science of behavior must eventually deal with behavior in its relation to certain
manipulable variables. Theories—whether neural, mental, or conceptual—talk about
intervening steps in these relationships. But instead of prompting us to search for and
explore relevant variables, they frequently have quite the opposite effect. When we
attribute behavior to a neural or mental event, real or conceptual, we are likely to forget
that we still have the task of accounting for the neural or mental event. When we assert
that an animal acts in a given way because it expects to receive food, then what began
as the task of accounting for learned behavior becomes the task of accounting for
expectancy. The problem is at least equally complex and probably more difficult. We
are likely to close our eyes to it and to use the theory to give us answers in place of the
answers we might find through further study. It might be argued that the principal
function of learning theory to date has been, not to suggest appropriate research, but to
create a false sense of security, an unwarranted satisfaction with the status quo.

Research designed with respect to theory is also likely to be wasteful. That a theory
generates research does not prove its value unless the research is valuable. Much
useless experimentation results from theories, and much energy and skill are absorbed
by them. Most theories are eventually overthrown, and the greater part of the associated
research is discarded. This could be justified if it were true that productive research
requires a theory—as is, of course, often claimed. It is argued that research would be
aimless and disorganized without a theory to guide it. The view is supported by
psychological texts which take their cue from the logicians rather than empirical
science and describe thinking as necessarily involving stages of hypothesis, deduction,
experimental test, and confirmation. But this is not the way most scientists actually
work. It is possible to design significant experiments for other reasons, and the
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possibility to be examined is that such research will lead more directly to the kind of
information which a science usually accumulates.

The alternatives are at least worth considering. How much can be done without
theory? What other sorts of scientific activity are possible? And what light do
alternative practices throw upon our present preoccupation with theory?

It would be inconsistent to try to answer these questions at a theoretical level. Let us
therefore turn to some experimental material in three areas in which thories of learning
now flourish and raise the question of the function of theory in a more concrete
fashion.

The Basic Datum in Learning

What actually happens when an organism learns is not an easy question to answer.
Those who are interested in a science of behavior will insist that learning is a change in
behavior, but they tend to avoid explicit references to responses or acts as such.
“Learning is adjustment or adaptation to a situation.” But of what stuff are adjustments
and adaptations made? Are they data, or inferences from data? “Learning is
improvement.” But improvement in what? And from whose point of view? “Learning
is restoration of equilibrium.” But what is in equilibrium and how is it put there?
“Learning is problem solving.” But what are the physical dimensions of a problem—or
of a solution? Definitions of this sort show an unwillingness to take what appears
before the eyes in a learning experiment as a basic datum. Particular observations seem
too trivial. An error score falls; but we are not ready to say that this is learning rather
than merely the result of learning. An organism meets a criterion of ten successful
trials; but an arbitrary criterion is at variance with our conception of the generality of
the learning process.

This is where theory steps in. If it is not the time required to get out of a puzzle box
which changes in learning, but rather the strength of a bond, or the conductivity of a
neural pathway, or the excitatory potential of a habit, then problems seem to vanish.
Getting out of a box faster and faster is not learning; it is merely performance. The
learning goes on somewhere else, in a different dimensional system. And although the
time required depends upon arbitrary conditions, often varies discontinuously, and is
subject to reversal of magnitude, we feel sure that the learning process itself is
continuous, orderly, and beyond the accidents of measurement. Nothing could better
illustrate the use of theory as a refuge from the data.

But we must eventually get back to an observable datum. If learning is the process
we suppose it to be, then it must appear so in the situations in which we study it. Even
if the basic process belongs to some other dimensional system, our measures must have
relevant and comparable properties. But productive experimental situations are hard to
find, particularly if we accept certain plausible restrictions. To show an orderly change
in the behavior of the average rat or ape or child is not enough, since learning is a
process in the behavior of the individual. To record the beginning and end of learning
of a few discrete steps will not suffice, since a series of cross-sections will not give
complete coverage of a continuous process. The dimensions of the change must spring
from the behavior itself; they must not be imposed by an external judgment of success
or failure or an external criterion of completeness. But when we review the literature
with these requirements in mind, we find little justification for the theoretical process
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in which we take so much comfort.

The energy level or work-output of behavior, for example, does not change in
appropriate ways. In the sort of behavior adapted to the Pavlovian experiment
(respondent behavior) there may be a progressive increase in the magnitude of response
during learning. But we do not shout our responses louder and louder as we learn
verbal material, nor does a rat press a lever harder and harder as conditioning proceeds.
In operant behavior the energy or magnitude of response changes significantly only
when some arbitrary value is differentially reinforced—when such a change is what is
learned.

The emergence of a right response in competition with wrong responses is another
datum frequently used in the study of learning. The maze and the discrimination box
yield results which may be reduced to these terms. But a behavior-ratio of right vs.
wrong cannot yield a continuously changing measure in a single experiment on a single
organism. The point at which one response takes precedence over another cannot give
us the whole history of the change in either response. Averaging curves for groups of
trials or organisms will not solve this problem.

Increasing attention has recently been given to latency, the relevance of which, like
that of energy level, is suggested by the properties of conditioned and unconditioned
reflexes. But in operant behavior the relation to a stimulus is different. A measure of
latency involves other considerations, as inspection of any case will show. Most
operant responses may be emitted in the absence of what is regarded as a relevant
stimulus. In such a case the response is likely to appear before the stimulus is
presented. It is no solution to escape this embarrassment by locking a lever so that an
organism cannot press it until the stimulus is presented, since we can scarcely be
content with temporal relations which have been forced into compliance with our
expectations. Runway latencies are subject to this objection. In a typical experiment the
door of a starting box is opened and the time which elapses before a rat leaves the box
is measured. Opening the door is not only a stimulus, it is a change in the situation
which makes the response possible for the first time. The time measured is by no
means as simple as a latency and requires another formulation. A great deal depends
upon what the rat is doing at the moment the stimulus is presented. Some
experimenters wait until the rat is facing the door, but to do so is to tamper with the
measurement being taken. If, on the other hand, the door is opened without reference to
what the rat is doing, the first major effect is the conditioning of favorable waiting
behavior. The rat eventually stays near and facing the door. The resulting shorter
starting-time is not due to a reduction in the latency of a response, but to the
conditioning of favorable preliminary behavior.

Latencies in a single organism do not follow a simple learning process. Relevant
data on this point were obtained as part of an extensive study of reaction time. A
pigeon, enclosed in a box, is conditioned to peck at a recessed disc in one wall. Food is
presented as reinforcement by exposing a hopper through a hole below the disc. If
responses are reinforced only after a stimulus has been presented, responses at other
times disappear. Very short reaction times are obtained by differentially reinforcing

responses which occur very soon after the stimulus.! But responses also come to be
made very quickly without differential reinforcement. Inspection shows that this is due
to the development of effective waiting. The bird comes to stand before the disc with
its head in good striking position. Under optimal conditions, without differential
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reinforcement, the mean time between stimulus and response will be of the order of 5
second. This is not a true reflex latency, since the stimulus is discriminative rather than
eliciting, but it is a fair example of the latency used in the study of learning. The point
is that this measure does not vary continuously or in an orderly fashion. By giving the
bird more food, for example, we induce a condition in which it does not always
respond. But the responses which occur show approximately the same temporal
relation to the stimulus (Figure 1, middle curve). In extinction, of special interest here,
there is a scattering of latencies because lack of reinforcement generates an emotional
condition. Some responses occur sooner and others are delayed, but the commonest
value remains unchanged (bottom curve in Figure 1). The longer latencies are easily
explained by inspection. Emotional behavior, of which examples will be mentioned
later, is likely to be in progress when the ready-signal is presented. It is often not
discontinued before the “go” signal is presented, and the result is a long starting-time.
Cases also begin to appear in which the bird simply does not respond at all during a
specified time. If we average a large number of readings, either from one bird or many,
we may create what looks like a progressive lengthening of latency. But the data for an
individual organism do not show a continuous process.

Another datum to be examined is the rate at which a response is emitted. Fortunately
the story here is different. We study this rate by designing a situation in which a
response may be freely repeated, choosing a response (for example, touching or
pressing a small lever or key) which may be easily observed and counted. The
responses may be recorded on a polygraph, but a more convenient form is a cumulative
curve from which rate of responding is immediately read as slope. The rate at which a
response is emitted in such a situation comes close to our preconception of the learning
process. As the organism learns, the rate rises. As it unlearns (for example, in
extinction) the rate falls. Various sorts of discriminative stimuli may be brought into
control of the response with corresponding modifications of the rate. Motivational
changes alter the rate in a sensitive way. So do those events which we speak of as
generating emotion. The range through which the rate varies significantly may be as
great as of the order of 1000:1. Changes in rate are satisfactorily smooth in the
individual case, so that it is not necessary to average cases. A given value is often quite
stable: in the pigeon a rate of four or five thousand responses per hour may be
maintained without interruption for as long as fifteen hours.

82



401 STANDARD HUNGER .

ac farf respanses reinforced )

201 -

k)

VERY LOW HUNGER g
{arr rasponses reinforced)

RESPONSES

L P

10

o

40

30

20

10 —1 A
O =|_

40+ STANDARD HUNGER
0 (EXTINGTION)
2or e ] !

|ﬂ i "'—"'—'_‘-1_......-’_ 1
0 | - — ; —
0 + 2 3 4 5 6 7 B 9 1011 12 13 & 15

RESPONSE TIME IN TENTHS OF A SECOND
FIG. 1

Rate of responding appears to be the only datum which varies significantly and in
the expected direction under conditions which are relevant to the “learning process.”
We may, therefore, be tempted to accept it as our long-sought-for measure of strength
of bond, excitatory potential, etc. Once in possession of an effective datum, however,
we may feel little need for any theoretical construct of this sort. Progress in a scientific
field usually waits upon the discovery of a satisfactory dependent variable. Until such a
variable has been discovered, we resort to theory. The entities which have figured so
prominently in learning theory have served mainly as substitutes for a directly
observable and productive datum. They have little reason to survive when such a datum
has been found.

It is no accident that rate of responding is successful as a datum because it is
particularly appropriate to the fundamental task of a science of behavior. If we are to
predict behavior (and possibly to control it), we must deal with probability of response.
The business of a science of behavior is to evaluate this probability and explore the
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conditions which determine it. Strength of bond, expectancy, excitatory potential, and
so on, carry the notion of probability in an easily imagined form, but the additional
properties suggested by these terms have hindered the search for suitable measures.
Rate of responding is not a “measure” of probability, but it is the only appropriate
datum in a formulation in these terms.

As other scientific disciplines can attest, probabilities are not easy to handle. We
wish to make statements about the likelihood of occurrence of a single future response,
but our data are in the form of frequencies of responses which have already occurred.
These responses were presumably similar to each other and to the response to be
predicted. But this raises the troublesome problem of response-instance vs. response-
class. Precisely what responses are we to take into account in predicting a future
instance? Certainly not the responses made by a population of different organisms, for
such a statistical datum raises more problems than it solves. To consider the frequency
of repeated responses in an individual demands something like the experimental
situation just described.

This solution of the problem of a basic datum is based upon the view that operant
behavior is essentially an emissive phenomenon. Latency and magnitude of response
fail as measures because they do not take this into account. They are concepts
appropriate to the field of the reflex, where the all but invariable control exercised by
the eliciting stimulus makes the notion of probability of response trivial. Consider, for
example, the case of latency. Because of our acquaintance with simple reflexes we
infer that a response which is more likely to be emitted will be emitted more quickly.
But is this true? What can the word quickly mean? Probability of response, as well as
prediction of response, is concerned with the moment of emission. This is a point in
time, but it does not have the temporal dimension of a latency. The execution may take
time after the response has been initiated, but the moment of occurrence has no

duration. In recognizing the emissive character of operant behavior and the central
position of probability of response as a datum, latency is seen to be irrelevant to our
present task.

Various objections have been made to the use of rate of responding as a basic datum.
For example, such a program may seem to bar us from dealing with many events which
are unique occurrences in the life of the individual. A man does not decide upon a
career, get married, make a million dollars, or get killed in an accident often enough to
make a rate of response meaningful. But these activities are not responses. They are not
simple unitary events lending themselves to prediction as such. If we are to predict
marriage, success, accidents, and so on, in anything more than statistical terms, we
must deal with the smaller units of behavior which lead to and compose these unitary
episodes. If the units appear in repeatable form, the present analysis may be applied. In
the field of learning a similar objection takes the form of asking how the present
analysis may be extended to experimental situations in which it is impossible to
observe frequencies. It does not follow that learning is not taking place in such
situations. The notion of probability is usually extrapolated to cases in which a
frequency analysis cannot be carried out. In the field of behavior we arrange a situation
in which frequencies are available as data, but we use the notion of probability in
analyzing and formulating instances or even types of behavior which are not
susceptible to this analysis.

Another common objection is that a rate of response is just a set of latencies and
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hence not a new datum at all. This is easily shown to be wrong. When we measure the
time elapsing between two responses, we are in no doubt as to what the organism was
doing when we started our clock. We know that it was just executing a response. This
is a natural zero—quite unlike the arbitrary point from which latencies are measured.
The free repetition of a response yields a rhythmic or periodic datum very different
from latency. Many periodic physical processes suggest parallels.

We do not choose rate of responding as a basic datum merely from an analysis of the
fundamental task of a science of behavior. The ultimate appeal is to its success in an
experimental science. The material which follows is offered as a sample of what can be
done. It is not intended as a complete demonstration, but it should confirm the fact that
when we are in possession of a datum which varies in a significant fashion, we are less
likely to resort to theoretical entities carrying the notion of probability of response.

Why Learning Occurs

We may define learning as a change in probability of response, but we must also
specify the conditions under which it comes about. To do this we must survey some of
the independent variables of which probability of response is a function. Here we meet
another kind of learning theory.

An effective classroom demonstration of the Law of Effect may be arranged in the
following way. A pigeon, reduced to 80 per cent of its ad /ib weight, is habituated to a
small, semicircular amphitheatre and is fed there for several days from a food hopper,
which the experimenter presents by closing a hand switch. The demonstration consists
of establishing a selected response by suitable reinforcement with food. For example,
by sighting across the amphitheatre at a scale on the opposite wall, it is possible to
present the hopper whenever the top of the pigeon’s head rises above a given mark.
Higher and higher marks are chosen until, within a few minutes, the pigeon is walking
about the cage with its head held as high as possible. In another demonstration the bird
is conditioned to strike a marble placed on the floor of the amphitheatre. This may be
done in a few minutes by reinforcing successive steps. Food is presented first when the
bird is merely moving near the marble, later when it looks down in the direction of the
marble, later still when it moves its head toward the marble, and finally when it pecks
it. Anyone who has seen such a demonstration knows that the Law of Effect is no
theory. It simply specifies a procedure for altering the probability of a chosen response.

But when we try to say why reinforcement has this effect, theories arise. Learning is
said to take place because the reinforcement is pleasant, satisfying, tension reducing,
and so on. The converse process of extinction is explained with comparable theories. If
the rate of responding is first raised to a high point by reinforcement and reinforcement
then withheld, the response is observed to occur less and less frequently thereafter. One
common theory explains this by asserting that a state is built up which suppresses the
behavior. This “experimental inhibition” or “reaction inhibition” must be assigned to a
different dimensional system, since nothing at the level of behavior corresponds to
opposed processes of excitation and inhibition. Rate of responding is simply increased
by one operation and decreased by another. Certain effects commonly interpreted as
showing release from a suppressing force may be interpreted in other ways.
Disinhibition, for example, is not necessarily the uncovering of suppressed strength: it
may be a sign of supplementary strength from an extraneous variable. The process of
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spontaneous recovery, often cited to support the notion of suppression, has an
alternative explanation, to be noted in a moment.

Let us evaluate the question of why learning takes place by turning again to some
data. Since conditioning is usually too rapid to be easily followed, the process of
extinction will provide us with a more useful case. A number of different types of
curves have been consistently obtained from rats and pigeons using various schedules
of prior reinforcement. By considering some of the relevant conditions we may see
what room is left for theoretical processes.

The mere passage of time between conditioning and extinction is a variable which
has surprisingly little effect. The rat is too short-lived to make an extended experiment
feasible, but the pigeon, which may live ten or fifteen years, is an ideal subject. More
than five years ago, twenty pigeons were conditioned to strike a large translucent key
upon which a complex visual pattern was projected. Reinforcement was contingent
upon the maintenance of a high and steady rate of responding and upon striking a
particular feature of the visual pattern. These birds were set aside in order to study
retention. They were transferred to the usual living quarters, where they served as
breeders. Small groups were tested for extinction at the end of six months, one year,
two years, and four years. Before the test each bird was transferred to a separate living
cage. A controlled feeding schedule was used to reduce the weight to approximately 80
per cent of the ad lib weight. The bird was then fed in the dimly lighted experimental
apparatus in the absence of the key for several days, during which emotional responses
to the apparatus disappeared. On the day of the test the bird was placed in the darkened
box. The translucent key was present but not lighted. No responses were made. When
the pattern was projected upon the key, all four birds responded quickly and
extensively. Figure 2 shows the largest curve obtained. This bird struck the key within
two seconds after presentation of a visual pattern which it had not seen for four years,
and at the precise spot upon which differential reinforcement had previously been
based. It continued to respond for the next hour, emitting about 700 responses. This is
of the order of one-half to one-quarter of the responses it would have emitted if
extinction had not been delayed four years, but otherwise the curve is fairly typical.
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Level of motivation is another variable to be taken into account. An example of the

effect of hunger has been reported elsewhere.® The response of pressing a lever was
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established in eight rats with a schedule of periodic reinforcement. They were fed the
main part of their ration on alternate days so that the rates of responding on successive
days were alternately high and low. Two subgroups of four rats each were matched on
the basis of the rate maintained under periodic reinforcement under these conditions.
The response was then extinguished—in one group on alternate days when the hunger
was high, in the other group on alternate days when the hunger was low. (The same
amount of food was eaten on the nonexperimental days as before.) The result is shown
in Figure 3. The upper graph gives the raw data. The levels of hunger are indicated by
the points at P on the abscissa, the rates prevailing under periodic reinforcement. The
subsequent points show the decline in extinction. If we multiply the lower curve
through by a factor chosen to superimpose the points at P, the curves are reasonably
closely superimposed, as shown in the lower graph. Several other experiments on both
rats and pigeons have confirmed this general principle. If a given ratio of responding
prevails under periodic reinforcement, the slopes of later extinction curves show the
same ratio. Level of hunger determines the slope of the extinction curve but not its
curvature.

Another variable, difficulty of response, is especially relevant because it has been

used to test the theory of reaction inhibition,4 on the assumption that a response
requiring considerable energy will build up more reaction inhibition than an easy
response and lead, therefore, to faster extinction. The theory requires that the curvature
of the extinction curve be altered, not merely its slope. Yet there is evidence that
difficulty of response acts like level of hunger simply to alter the slope. A pigeon is
suspended in a jacket which confines its wings and legs but leaves its head and neck

free to respond to a key and a food magazine.5 Its behavior in this situation is
quantitatively much like that of a bird moving freely in an experimental box, but the
use of the jacket has the advantage that the response to the key may be made easy or
difficult by changing the distance the bird must reach. In one experiment these
distances were expressed in seven equal but arbitrary units. At distance 7 the bird could
barely reach the key, at 3 it could strike without appreciably extending its neck.
Periodic reinforcement gave a straight baseline upon which it was possible to observe
the effect of difficulty by quickly changing position during the experimental period.
Each of the five records in Figure 4 covers a fifteen-minute experimental period under
periodic reinforcement. Distances of the bird from the key are indicated by numerals
above the records. It will be observed that the rate of responding at distance 7 is
generally quite low while that at distance 3 is high. Intermediate distances produce
intermediate slopes. It should also be noted that the change from one position to
another is felt immediately. If repeated responding in a difficult position were to build a
considerable amount of reaction inhibition, we should expect the rate to be low for
some little time after returning to an easy response. Contrariwise, if an easy response
were to build little reaction inhibition, we should expect a fairly high rate of responding
for some time after a difficult position is assumed. Nothing like this occurs. The “more
rapid extinction” of a difficult response is an ambiguous expression. The slope constant
is affected and with it the number of responses in extinction to a criterion, but there
may be no effect upon curvature.
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FIG. 3

One way of considering the question of why extinction curves are curved is to regard
extinction as a process of exhaustion comparable to the loss of heat from source to sink
or the fall in the level of a reservoir when an outlet is opened. Conditioning builds up a
predisposition to respond—a “reserve”—which extinction exhausts. This is perhaps a
defensible description at the level of behavior. The reserve is not necessarily a theory in
the present sense, since it is not assigned to a different dimensional system. It could be
operationally defined as a predicted extinction curve, even though, linguistically, it
makes a statement about the momentary condition of a response. But it is not a
particularly useful concept, nor does the view that extinction is a process of exhaustion
add much to the observed fact that extinction curves are curved in a certain way.
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There are, however, two variables which affect the rate, both of which operate during
extinction to alter the curvature. One of these falls within the field of emotion. When
we fail to reinforce a response which has previously been reinforced, we not only
initiate a process of extinction, we set up an emotional response—perhaps what is often
meant by frustration. The pigeon coos in an identifiable pattern, moves rapidly about
the cage, defecates, or flaps its wings rapidly in a squatting position which suggests
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treading (mating) behavior. This competes with the response of striking a key and is
perhaps enough to account for the decline in rate in early extinction. It is also possible
that the probability of a response based upon food deprivation is directly reduced as
part of such an emotional reaction. Whatever its nature, the effect of this variable is
eliminated through adaptation. Repeated extinction curves become smoother, and in
some of the schedules to be described shortly there is little or no evidence of an
emotional modification of rate.

A second variable has a much more serious effect. Maximal responding during
extinction is obtained only when the conditions under which the response was
reinforced are precisely reproduced. A rat conditioned in the presence of a light will not
extinguish fully in the absence of the light. It will begin to respond more rapidly when
the light is again introduced. This is true for other kinds of stimuli, as the following
classroom experiment illustrates. Nine pigeons were conditioned to strike a yellow
triangle under intermittent reinforcement. In the session represented by Figure 5 the
birds were first reinforced on this schedule for 30 minutes. The combined cumulative
curve is essentially a straight line, showing more than 1100 responses per bird during
this period. A red triangle was then substituted for the yellow and no responses were
reinforced thereafter. The effect was a sharp drop in responding, with only a slight
recovery during the next fifteen minutes. When the yellow triangle was replaced, rapid
responding began immediately, and the usual extinction curve followed. Similar
experiments have shown that the pitch of an incidental tone, the shape of a pattern
being struck, or the size of a pattern, if present during conditioning, will to some extent
control the rate of responding during extinction. Some properties are more effective
than others, and a quantitative evaluation is possible. By changing to several values of
a stimulus in random order repeatedly during the extinction process, the gradient for
stimulus generalization may be read directly in the rates of responding under each
value.
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Something very much like this must go on during extinction. Let us suppose that all
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responses to a key have been reinforced and that each has been followed by a short
period of eating. When we extinguish the behavior, we create a situation in which
responses are not reinforced, in which no eating takes place, and in which there are
probably new emotional responses. The situation could easily be as novel as a red
triangle after a yellow. If so, it could explain the decline in rate during extinction. We
might have obtained a smooth curve, shaped like an extinction curve, between the
vertical lines in Figure 5 by gradually changing the color of the triangle from yellow to
red. This might have happened even though no other sort of extinction were taking
place. The very conditions of extinction seem to presuppose a growing novelty in the
experimental situation. Is this why the extinction curve is curved?

Some evidence comes from the data of “spontaneous recovery.” Even after
prolonged extinction an organism will often respond at a higher rate for at least a few
moments at the beginning of another session. One theory contends that this shows
spontaneous recovery from some sort of inhibition, but another explanation is possible.
No matter how carefully an animal is handled, the stimulation coincident with the
beginning of an experiment must be extensive and unlike anything occurring in the
later part of an experimental period. Responses have been reinforced in the presence of,
or shortly following, this stimulation. In extinction it is present for only a few
moments. When the organism is again placed in the experimental situation the
stimulation is restored; further responses are emitted as in the case of the yellow
triangle. The only way to achieve full extinction in the presence of the stimulation of
starting an experiment is to start the experiment repeatedly.

Other evidence of the effect of novelty comes from the study of periodic
reinforcement. The fact that intermittent reinforcement produces bigger extinction
curves than continuous reinforcement is a troublesome difficulty for those who expect
a simple relation between number of reinforcements and number of responses in
extinction. But this relation is actually quite complex. One result of periodic
reinforcement is that emotional changes adapt out. This may be responsible for the
smoothness of subsequent extinction curves but probably not for their greater extent.
The latter may be attributed to the lack of novelty in the extinction situation. Under
periodic reinforcement many responses are made without reinforcement and when no
eating has recently taken place. The situation in extinction is therefore not wholly
novel.
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Periodic reinforcement is not, however, a simple solution. If we reinforce on a
regular schedule—say, every minute—the organism soon forms a discrimination. Little
or no responding occurs just after reinforcement, since stimulation from eating is
correlated with absence of subsequent reinforcement. How rapidly the discrimination
may develop is shown in Figure 6, which reproduces the first five curves obtained from
a pigeon under periodic reinforcement in experimental periods of fifteen minutes each.
In the fifth period (or after about one hour of periodic reinforcement) the discrimination
yields a pause after each reinforcement, resulting in a markedly stepwise curve. As a
result of this discrimination the bird is almost always responding rapidly when
reinforced. This is the basis for another discrimination. Rapid responding becomes a
favorable stimulating condition. A good example of the effect upon the subsequent
extinction curve is shown in Figure 7. This pigeon had been reinforced once every
minute during daily experimental periods of fifteen minutes each for several weeks. In
the extinction curve shown, the bird begins to respond at the rate prevailing under the
preceding schedule. A quick positive acceleration at the start is lost in the reduction of
the record. The pigeon quickly reaches and sustains a rate which is higher than the
over-all rate during periodic reinforcement. During this period the pigeon creates a
stimulating condition previously optimally correlated with reinforcement. Eventually,
as some sort of exhaustion intervenes, the rate falls off rapidly to a much lower but
fairly stable value and then to practically zero. A condition then prevails under which a
response is not normally reinforced. The bird is therefore not likely to begin to respond
again. When it does respond, however, the situation is slightly improved and, if it
continues to respond, the conditions rapidly become similar to those under which
reinforcement has been received. Under this “autocatalysis” a high rate is quickly
reached, and more than 500 responses are emitted in a second burst. The rate then
declines quickly and fairly smoothly, again to nearly zero. This curve is not by any
means disorderly. Most of the curvature is smooth. But the burst of responding at forty-
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five minutes shows a considerable residual strength which, if extinction were merely
exhaustion, should have appeared earlier in the curve. The curve may be reasonably
accounted for by assuming that the bird is largely controlled by the preceding spurious
correlation between reinforcement and rapid responding.

RESPONSES

&

s : s . % 30
TIME IN MINUTES
FIG. 7

This assumption may be checked by constructing a schedule of reinforcement in
which a differential contingency between rate of responding and reinforcement is
impossible. In one such schedule of what may be called “aperiodic reinforcement” one
interval between successive reinforced responses is so short that no unreinforced

responses intervene, while the longest interval is about two minutes.® Other intervals
are distributed arithmetically between these values, the average remaining one minute.
The intervals are roughly randomized to compose a program of reinforcement. Under
this program the probability of reinforcement does not change with respect to previous
reinforcements, and the curves never acquire the stepwise character of curve E in
Figure 6. (Figure 9 shows curves from a similar program.) As a result no correlation
between different rates of responding and different probabilities of reinforcement can
develop.

An extinction curve following a brief exposure to aperiodic reinforcement is shown
in Figure 8. It begins characteristically at the rate prevailing under aperiodic
reinforcement and, unlike the curve following regular periodic reinforcement, does not
accelerate to a higher over-all rate. There is no evidence of the “autocatalytic”
production of an optimal stimulating condition. Also characteristically, there are no
significant discontinuities or sudden changes in rate in either direction. The curve
extends over a period of eight hours, as against not quite two hours in Figure 7, and
seems to represent a single orderly process. The total number of responses is higher,
perhaps because of the greater time allowed for emission. All of this can be explained
by the single fact that we have made it impossible for the pigeon to form a pair of
discriminations based, first, upon stimulation from eating and, second, upon
stimulation from rapid responding.
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Since the longest interval between reinforcement was only two minutes, a certain
novelty must still have been introduced as time passed. Whether this explains the
curvature in Figure 8 may be tested to some extent with other programs of
reinforcement containing much longer intervals. A geometric progression was
constructed by beginning with 10 seconds as the shortest interval and repeatedly
multiplying by 1.54. This yielded a set of intervals averaging 5 minutes, the longest of
which was more than 21 minutes. Such a set was randomized in a program of
reinforcement repeated every hour. In changing to this program from the arithmetic
series, the rates first declined during the longer intervals, but the pigeons were soon
able to sustain a constant rate of responding under it. Two records in the form in which
they were recorded are shown in Figure 9. (The pen resets to zero after every thousand
responses. In order to obtain a single cumulative curve it would be necessary to cut the
record and piece the sections together to yield a continuous line. The raw form may be
reproduced with less reduction.) Each reinforcement is represented by a horizontal
dash. The time covered is about three hours. Records are shown for two pigeons which
maintained different over-all rates under this program of reinforcement.
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Under such a schedule a constant rate of responding is sustained for at least 21
minutes without reinforcement, after which a reinforcement is ceived. Less novelty
should therefore develop during succeeding extinction. In Curve 1 of Figure 10 the
pigeon had been exposed to several sessions of several hours each with this geometric
set of intervals. The number of responses emitted in extinction is about twice that of the
curve in Figure 8 after the arithmetic set of intervals averaging one minute, but the
curves are otherwise much alike. Further exposure to the geometric schedule builds up
longer runs during which the rate does not change significantly. Curve 2 followed
Curve 1 after two and one-half hours of further aperiodic reinforcement. On the day
shown in Curve 2 a few aperiodic reinforcements were first given, as marked at the
beginning of the curve. When reinforcement was discontinued, a fairly constant rate of
responding prevailed for several thousand responses. After another experimental
session of two and one-half hours with the geometric series, Curve 3 was recorded.
This session also began with a short series of aperiodic reinforcements, followed by a
sustained run of more than 6000 unreinforced responses with little change in rate (4).
There seems to be no reason why other series averaging perhaps more than five
minutes per interval and containing much longer exceptional intervals would not carry
such a straight line much further.
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In this attack upon the problem of extinction we create a schedule of reinforcement
which is so much like the conditions which will prevail during extinction that no
decline in rate takes place for a long time. In other words we generate extinction with
no curvature. Eventually some kind of exhaustion sets in, but it is not approached
gradually. The last part of Curve 3 (unfortunately much reduced in the figure) may
possibly suggest exhaustion in the slight over-all curvature, but it is a small part of the
whole process. The record is composed mainly of runs of a few hundred responses
each, most of them at approximately the same rate as that maintained under periodic
reinforcement. The pigeon stops abruptly; when it starts to respond again, it quickly
reaches the rate of responding under which it was reinforced. This recalls the spurious
correlation between rapid responding and reinforcement under regular reinforcement.
We have not, of course, entirely eliminated this correlation. Even though there is no
longer a differential reinforcement of high against low rates, practically all
reinforcements have occurred under a constant rate of responding.

Further study of reinforcing schedules may or may not answer the question of
whether the novelty appearing in the extinction situation is entirely responsible for the
curvature. It would appear to be necessary to make the conditions prevailing during
extinction identical with the conditions prevailing during conditioning. This may be
impossible, but in that case the question is academic. The hypothesis, meanwhile, is not
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a theory in the present sense, since it makes no statements about a parallel process in
any other universe of discourse.

It is true that it appeals to stimulation generated in part by the pigeon’s own
behavior. This may be difficult to specify or manipulate, but it is not theoretical in the
present sense. So long as we are willing to assume a one-to-one correspondence
between action and stimulation, a physical specification is possible.

The study of extinction after different schedules of aperiodic reinforcement is not
addressed wholly to this hypothesis. The object is an economical description of the
conditions prevailing during reinforcement and extinction and of the relations between
them. In using rate of responding as a basic datum we may appeal to conditions which
are observable and manipulable and we may express the relations between them in
objective terms. To the extent that our datum makes this possible, it reduces the need
for theory. When we observe a pigeon emitting 7000 responses at a constant rate
without reinforcement, we are not likely to explain an extinction curve containing
perhaps a few hundred responses by appeal to the piling up of reaction inhibition or any
other fatigue product. Research which is conducted without commitment to theory is
more likely to carry the study of extinction into new areas and new orders of
magnitude. By hastening the accumulation of data, we speed the departure of theories.
If the theories have played no part in the design of our experiments, we need not be
sorry to see them go.

Complex Learning

A third type of learning theory is illustrated by terms like preferring, choosing,
discriminating, and matching. An effort may be made to define these solely in terms of
behavior, but in traditional practice they refer to processes in another dimensional
system. A response to one of two available stimuli may be called choice, but it is
commoner to say that it is the result of choice, meaning by the latter a theoretical pre-
behavioral activity. The higher mental processes are the best examples of theories of
this sort; neurological parallels have not been well worked out. The appeal to theory is
encouraged by the fact that choosing (like discriminating, matching, and so on) is not a
particular piece of behavior. It is not a response or an act with specified topography.
The term characterizes a larger segment of behavior in relation to other variables or
events. Can we formulate and study the behavior to which these terms would usually be
applied without recourse to the theories which generally accompany them?

Discrimination is a relatively simple case. Suppose we find that the probability of
emission of a given response is not significantly affected by changing from one of two
stimuli to the other. We then make reinforcement of the response contingent upon the
presence of one of them. The well-established result is that the probability of response
remains high under this stimulus and reaches a very low point under the other. We say
that the organism now discriminates between the stimuli. But discrimination is not
itself an action, or necessarily even a unique process. Problems in the field of
discrimination may be stated in other terms. How much induction obtains between
stimuli of different magnitudes or classes? What are the smallest differences in stimuli
which yield a difference in control? And so on. Questions of this sort do not
presuppose theoretical activities in other dimensional systems.

A somewhat larger segment must be specified in dealing with the behavior of

99



choosing one of two concurrent stimuli. This has been studied in the pigeon by
examining responses to two keys differing in position (right or left) or in some property
like color randomized with respect to position. By occasionally reinforcing a response
on one key or the other without favoring either key, we obtain equal rates of
responding on the two keys. The behavior approaches a simple alternation from one
key to the other. This follows the rule that tendencies to respond eventually correspond
to the probabilities of reinforcement. Given a system in which one key or the other is
occasionally connected with the magazine by an external clock, then if the right key
has just been struck, the probability of reinforcement via the left key is higher than that
via the right since a greater interval of time has elapsed during which the clock may
have closed the circuit to the left key. But the bird’s behavior does not correspond to
this probability merely out of respect for mathematics. The specific result of such a
contingency of reinforcement is that changing-to-the-other-key-and-striking is more
often reinforced than striking-the-same-key-a-second-time. We are no longer dealing
with just two responses. In order to analyze “choice” we must consider a single final
response, striking, without respect to the position or color of the key, and in addition
the responses of changing from one key or color to the other.

Quantitative results are compatible with this analysis. If we periodically reinforce
responses to the right key only, the rate of responding on the right will rise while that
on the left will fall. The response of changing-from-right-to-left is never reinforced
while the response of changing-from-left-to-right is occasionally so. When the bird is
striking on the right, there is no great tendency to change keys; when it is striking on
the left, there is a strong tendency to change. Many more responses come to be made to
the right key. The need for considering the behavior of changing over is clearly shown
if we now reverse these conditions and reinforce responses to the left key only. The
ultimate result is a high rate of responding on the left key and a low rate on the right.
By reversing the conditions again the high rate can be shifted back to the right key. In
Figure 11 a group of eight curves have been averaged to follow this change during six
experimental periods of 45 minutes each. Beginning on the second day in the graph

responses to the right key (RR) decline in extinction while responses to the left key

(RL) increase through periodic reinforcement. The mean rate shows no significant
variation, since periodic reinforcement is continued on the same schedule. The mean
rate shows the condition of strength of the response of striking a key regardless of
position. The distribution of responses between right and left depends upon the relative
strength of the responses of changing over. If this were simply a case of the extinction
of one response and the concurrent reconditioning of another, the mean curve would
not remain approximately horizontal since reconditioning occurs much more rapidly
than extinction. (Two topographically independent responses, capable of emission at
the same time and hence not requiring change-over, show separate processes of
reconditioning and extinction, and the combined rate of responding varies.)
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FIG. 11

The rate with which the bird changes from one key to the other depends upon the
distance between the keys. This distance is a rough measure of the stimulus-difference
between the two keys. It also determines the scope of the response of changing-over,
with an implied difference in sensory feedback. It also modifies the spread of
reinforcement to responses supposedly not reinforced, since if the keys are close
together, a response reinforced on one side may occur sooner after a preceding
response on the other side. In Figure 11 the two keys were about one inch apart. They
were therefore fairly similar with respect to position in the experimental box. Changing
from one to the other involved a minimum of sensory feedback, and reinforcement of a
response to one key could follow very shortly upon a response to the other. When the
keys are separated by as much as four inches, the change in strength is much more
rapid. Figure 12 shows two curves recorded simultaneously from a single pigeon
during one experimental period of about 40 minutes. A high rate to the right key and a
low rate to the left had previously been established. In the figure no responses to the
right were reinforced, but those to the left were reinforced every minute as indicated by
the vertical dashes above curve L. The slope of R declines in a fairly smooth fashion
while that of L increases, also fairly smoothly, to a value comparable to the initial value
of R. The bird has conformed to the changed contingency within a single experimental
period. The mean rate of responding is shown by a dotted line, which again shows no
significant curvature.
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What is called “preference” enters into this formulation. At any stage of the process
shown in Figure 12 preference might be expressed in terms of the relative rates of
responding to the two keys. This preference, however, is not in striking a key but in
changing from one key to the other. The probability that the bird will strike a key
regardless of its identifying properties behaves independently of the preferential
response of changing from one key to the other. Several experiments have revealed an
additional fact. A preference remains fixed if reinforcement is withheld. Figure 13 is an
example. It shows simultaneous extinction curves from two keys during seven daily
experimental periods of one hour each. Prior to extinction the relative strength of the
responses of changing-to-R and changing-to-L yielded a “preference” of about 3 to 1
for R. The constancy of the rate throughout the process of extinction has been shown in
the figure by multiplying L through by a suitable constant and entering the points as
small circles on R. If extinction altered the preference, the two curves could not be
superimposed in this way.
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These formulations of discrimination and choosing enable us to deal with what is
generally regarded as a much more complex process—matching to sample. Suppose we
arrange three translucent keys, each of which may be illuminated with red or green
light. The middle key functions as the sample, and we color it either red or green in
random order. We color the two side keys one red and one green, also in random order.
The “problem” is to strike the side key which corresponds in color to the middle key.
There are only four three-key patterns in such a case, and it is possible that a pigeon
could learn to make an appropriate response to each pattern. This does not happen, at
least within the temporal span of the experiments to date. If we simply present a series
of settings of the three colors and reinforce successful responses, the pigeon will strike
the side keys without respect to color or pattern and be reinforced 50 percent of the
time. This is, in effect, a schedule of “fixed ratio” reinforcement which is adequate to
maintain a high rate of responding.

Nevertheless it is possible to get a pigeon to match to sample by reinforcing the
discriminative responses of striking-red-after-being-stimulated-by-red and striking-
green-after-being-stimulated-by-green while extinguishing the other two possibilities.
The difficulty is in arranging the proper stimulation at the time of the response. The
sample might be made conspicuous—for example, by having the sample color in the
general illumination of the experimental box. In such a case the pigeon would learn to
strike red keys in a red light and green keys in a green light (assuming a neutral
illumination of the background of the keys). But a procedure which holds more closely
to the notion of matching is to induce the pigeon to “look at the sample” by means of a
separate reinforcement. We may do this by presenting the color on the middle key first,
leaving the side keys uncolored. A response to the middle key is then reinforced
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(secondarily) by illuminating the side keys. The pigeon learns to make two responses in
quick succession—to the middle key and then to one side key. The response to the side
key follows quickly upon the visual stimulation from the middle key, which is the
requisite condition for a discrimination. Successful matching was readily established in
all ten pigeons tested with this technique. Choosing the opposite is also easily set up.
The discriminative response of striking-red-after-being-stimulated-by-red is apparently
no easier to establish than striking-red-after-being-stimulated-by-green. When the
response is to a key of the same color, however, generalization may make it possible
for the bird to match a new color. This is an extension of the notion of matching which
has not yet been studied with this method.

Even when matching behavior has been well established, the bird will not respond
correctly if all three keys are now presented at the same time. The bird does not possess
strong behavior of looking at the sample. The experimenter must maintain a separate
reinforcement to keep this behavior in strength. In monkeys, apes, and human subjects
the ultimate success in choosing is apparently sufficient to reinforce and maintain the
behavior of looking at the sample. It is possible that this species difference is simply a
difference in the temporal relations required for reinforcement.

The behavior of matching survives unchanged when all reinforcement is withheld.
An intermediate case has been established in which the correct matching response is
only periodically reinforced. In one experiment one color appeared on the middle key
for one minute; it was then changed or not changed, at random, to the other color. A
response to this key illuminated the side keys, one red and one green, in random order.
A response to a side key cut off the illumination to both side keys, until the middle key
had again been srtuck. The apparatus recorded all matching responses on one graph and
all non-matching on another. Pigeons which have acquired matching behavior under
continuous reinforcement have maintained this behavior when reinforced no oftener
than once per minute on the average. They may make thousands of matching responses
per hour while being reinforced for no more than sixty of them. This schedule will not
necessarily develop matching behavior in a naive bird, for the problem can be solved in
three ways. The bird will receive practically as many reinforcements if it responds to
(1) only one key or (2) only one color, since the programming of the experiment makes
any persistent response eventually the correct one.
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A sample of the data obtained in a complex experiment of this sort is given in Figure
14. Although this pigeon had learned to match color under continuous reinforcement, it

changed to the spurious solution of a color preference under periodic reinforcement.
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Whenever the sample was red, it struck both the sample and the red side key and
received all reinforcements. When the sample was green, it did not respond and the
side keys were not illuminated. The result shown at the beginning of the graph in
Figure 14 is a high rate of responding on the upper graph, which records matching
responses. (The record is actually step-wise, following the presence or absence of the
red sample, but this is lost in the reduction in the figure.) A color preference, however,
is not a solution to the problem of opposites. By changing to this problem, it was
possible to change the bird’s behavior as shown betwen the two vertical lines in the
figure. The upper curve between these lines shows the decline in matching responses
which had resulted from the color preference. The lower curve between the same lines
shows the development of responding to and matching the opposite color. At the
second vertical line the reinforcement was again made contingent upon matching. The
upper curve shows the re-establishment of matching behavior while the lower curve
shows a decline in striking the opposite color. The result was a true solution: the pigeon
struck the sample, no matter what its color, and then the corresponding side key. The
lighter line connects the means of a series of points on the two curves. It seems to
follow the same rule as in the case of choosing: changes in the distribution of responses
between two keys do not involve the over-all rate of responding to a key. This mean
rate will not remain constant under the spurious solution achieved with a color
preference, as at the beginning of this figure.

These experiments on a few higher processes have necessarily been very briefly
described. They are not offered as proving that theories of learning are not necessary,
but they may suggest an alternative program in this difficult area. The data in the field
of the higher mental processes transcend single responses or single stimulus-response
relationships. But they appear to be susceptible to formulation in terms of the
differentiation of concurrent responses, the discrimination of stimuli, the establishment
of various sequences of responses, and so on. There seems to be no a priori reason why
a complete account is not possible without appeal to theoretical processes in other
dimensional systems.

Conclusion

Perhaps to do without theories altogether is a four de force which is too much to expect
as a general practice. Theories are fun. But it is possible that the most rapid progress
toward an understanding of learning may be made by research which is not designed to
test theories. An adequate impetus is supplied by the inclination to obtain data showing
orderly changes characteristic of the learning process. An acceptable scientific program
is to collect data of this sort and to relate them to manipulable variables, selected for
study through a common-sense exploration of the field.

This does not exclude the possibility of theory in another sense. Beyond the
collection of uniform relationships lies the need for a formal representation of the data
reduced to a minimal number of terms. A theoretical construction may yield greater
generality than any assemblage of facts. But such a construction will not refer to
another dimensional system and will not, therefore, fall within our present definition. It
will not stand in the way of our search for functional relations because it will arise only
after relevant variables have been found and studied. Though it may be difficult to
understand, it will not be easily misunderstood, and it will have none of the
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objectionable effects of the theories here considered.

We do not seem to be ready for theory in this sense. At the moment we make little
effective use of empirical, let alone rational, equations. A few of the present curves
could have been fairly closely fitted. But the most elementary preliminary research
shows that there are many relevant variables, and until their importance has been
experimentally determined, an equation which allows for them will have so many
arbitrary constants that a good fit will be a matter of course and cause for very little
satisfaction.

' An experiment on “differential reinforcement with respect to time” was reported at a
meeting of the American Psychological Association, September, 1946. An abstract
appears in The American Psychologist, 1946, 1, 274-275.

21t cannot, in fact, be shortened or lengthened. Where a latency appears to be forced
toward a minimal value by differential reinforcement, another interpretation is called
for. Although we may differentially reinforce more energetic behavior or the faster
execution of behavior after it begins, it is meaningless to speak of differentially
reinforcing responses with short or long latencies. What we actually reinforce
differentially are (@) favorable waiting behavior and (b) more vigorous responses.
When we ask a subject to respond “as soon as possible” in the human reaction-time
experiment, we essentially ask him (a) to carry out as much of the response as
possible without actually reaching the criterion of emission, (b) to do as little else as
possible, and (c) to respond energetically after the stimulus has been given. This may
yield a minimal measurable time between stimulus and response, but this time is not
necessarily a basic datum nor have our instructions altered it as such. A parallel
interpretation of the differential reinforcement of long “latencies” is required. This is
easily established by inspection. In the experiments with pigeons previously cited,
preliminary behavior is conditioned which postpones the response to the key until
the proper time. Behavior which “marks time” is usually conspicuous.

3 The experiment from which the following data are taken was reported at a meeting
of the American Psychological Association, September 1940. An abstract appears in
the Psychological Bulletin, 1940, 37, 243.

4 Mowrer, O. H., & Jones, H. M. Extinction and behavior variability as functions of
effortfulness of task. J. exp. Psychol., 1943, 33, 369-386.

> This experiment was reported at a meeting of the Midwestern Psychological
Association, March, 1946. An abstract appears in the American Psychologist, 1946,
1,462.

6 What is called “periodic reinforcement” in this paper has since come to be known as
“fixed-interval reinforcement” and “aperiodic” as “variable-interval.” (See Schedules
of Reinforcement.)
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The Analysis of Behavior

This discussion of theoretical issues in the analysis of behavior formed the beginning
and end of a lecture given on July 17, 1951, in the Riksdaghuset, Stockholm, Sweden,
at the Thirteenth International Congress of Psychology. The rest of the lecture was
devoted to illustrative experiments on intermittent reinforcement which have since been
reported in Schedules of Reinforcement. Similar material may be found beginning on
page 136. The whole lecture was reprinted with adaptations in the American
Psychologist (1953, 8, 69-79) under the title, “Some Contributions of an Experimental
Analysis of Behavior to Psychology as a Whole.”

THE BEHAVIOR of an organism is not an easy thing to describe. It is not an object
which may be held still for inspection. It is a process, a continuous change. Even when
an accurate account has been given of it as such, a different aspect remains to be
treated. A science must achieve more than a description of behavior as an
accomplished fact. It must predict future courses of action; it must be able to say that
an organism will engage in behavior of a given sort at a given time. But this raises a
special problem. We want to believe that a prediction is in some sense a description of
a condition at the moment—before the predicted event has taken place. Thus, we speak
of tendencies or readinesses to behave as if they corresponded to something in the
organism at the moment. We have given this something many names—from the
preparatory set of experimental psychology to the Freudian wish. Habits and instincts,
dispositions and predispositions, attitudes, opinions—even personality itself—are all
ways of representing, in the present organism, something of its future behavior.

This problem cannot be avoided in any scientific account, but it can be expressed
much more rigorously. We are dealing here with a question of probability—
specifically, the probability that an organism will emit behavior of a given sort at a
given time. But probability is always a difficult concept, no matter in what field of
science it arises. What is a probability? Where is it? How may we observe it? We have
tried to answer these difficult questions by giving probability the status of a thing—by
embodying it, so to speak, within the organism. We look for neurological or psychic
states or events with which habits, wishes, attitudes, and so on, may be identified. In
doing so we force extraneous properties on behavior which are not supported by the
data and which may be quite misleading.

The practical problem of taking probability as a basic datum may not be as difficult
as we suppose. The “physical referent” must be among our data; otherwise the problem
would not have been so persistent. The mistake we seem to have made is in looking for
it as necessarily a property of a single event, occupying only one point in time. As the
mathematicians have pointed out, perhaps not unanimously, a probability is simply a
way of representing a frequency of occurrence. We can deal with probability of action
by turning our attention to the repeated appearance of an act during an appreciable
interval of time.
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Some such practice is demanded in defining any of the concepts which have
foreshadowed an explicit recognition of probability of response as a basic datum. An
organism possesses a “habit” to the extent that a certain form of behavior is observed
with a special frequency—in this case attributable to events in the history of the
individual. It possesses an “instinct” to the extent that a certain form of behavior is
observed with a special frequency—in this case because of membership in a given
species. An “attitude” expresses the special frequency of a number of forms of
behavior. And so on.

Dozens of less technical terms serve the same purpose, and their existence points to
our abiding practical and theoretical interest in frequency as a datum. We say that
someone is a tennis “fan” if he frequently plays tennis under appropriate circumstances.
He is “enthusiastic” about skating, if he frequently goes skating. He is “greatly
interested” in music if he plays, listens to, and talks about music frequently. The
“inveterate” gambler gambles frequently. “Highly sexed” people frequently engage in
sexual behavior. And so on. The practical problems associated with these aspects of
human nature can be expressed also as problems in changing frequencies of response,
but in each case we quickly move from an observation of frequency to an inferred
momentary condition. This is the linguistic effect of terms of this sort, as it is of more
technical terms, but a linguistic device should not be allowed to influence the direction
of our research. The basic facts about behavior can be discovered only by examining
behavior during appreciable intervals of time.

It is possible to study probability—in the light of this interpretation—by designing a
laboratory situation in which frequency of response may be easily examined. There are
certain considerations to be observed. We must choose a sample of behavior which
may be so easily identified that repeated instances may be reliably counted. If our
experiment is to be automatic—and we shall see that there are many advantages in
making it so—our response must operate an apparatus. The behavior should not require
much time, and it should leave the organism ready to respond again. These conditions
are rather arbitrary (and our results must be qualified accordingly), but they are easily
met. Sometimes such a response is found ready-made—as in studying so-called
instinctive behavior. Otherwise it must be, so to speak, constructed. In the case of a rat,
for example, we have found it convenient to use a response like depressing a horizontal
bar. The movement of the bar is usually clear-cut, and it may be made to operate an
apparatus by closing an electric circuit. In the case of a fish, the response of pushing
lightly against a plate has proved useful. The fish attacks the plate, backs away, and is
then in position to attack it again, the movement of the plate closing a circuit. In birds
—for example, the pigeon—a convenient response is pecking a disc through a small
hole in the wall of the experimental space. The disc is delicately mounted, and the
slightest contact closes a circuit. All these responses are easily specified. They can be
readily repeated. In the case of the pigeon, for example, the disc may be pecked as
rapidly as fifteen times per sec.

To record frequency of response we could, of course, use the standard polygraph, but
another sort of curve has proved to be much more convenient. A pen is arranged to
move one step across a strip of paper each time the organism responds (See pages 178-
182). The result is a step-like diagonal line. Frequency is converted into slope. Co-
ordinates are chosen which convert the commonest frequencies into the most
convenient slopes. If the organism is responding rapidly, the line is fairly steep. If it
responds slowly, the slope is low. If it does not respond at all, the pen draws a
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horizontal line. With a little practice it is easy to estimate frequencies from the slopes
of such graphs and to follow changes in frequency with fair accuracy. In Figure 1 some
actual records show the range of frequencies encountered in the pigeon. The separate
steps of the pen cannot be seen on this scale. One record shows a sustained rate of
18,000 responses per hour—five responses per second. Another record, by way of
comparison, shows only 300 responds per hour or one response every twelve seconds,
yielding a very low slope.

I am concerned here with demonstrating that frequency of response, so recorded, is a
useful and significant datum in the experimental analysis of behavior—that it is a
sensitive “dependent variable” which is a function of many subtle experimental
conditions.

Experiments were described at this point concerning: (1) fixed-interval
reinforcement, (2) extinction after fixed-interval reinforcement, (3) fixed-interval
reinforcement with “added clock,” (4) variable-interval reinforcement, (5) extinction
after variable-interval reinforcement, (6) fixed-ratio reinforcement, (7) fixed-ratio
reinforcement with “added counter,” (8) two-valued ratio reinforcement, (9) variable-
ratio reinforcement, and (10) extinction after variable-ratio reinforcement.
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FIG. 1. Cumulative curves showing stable performances at a wide variety of rates of responding.

The following points seem to be justified. First, frequency of response is an
extremely orderly datum. The curves which represent its relations to many types of
independent variables are encouragingly simple. Secondly, they are easily reproduced.
It is seldom necessary to resort to groups of subjects at this stage. The method permits a
direct view of processes which have hitherto been only inferred, and we often have as
little use for statistical control as in the simple observation of objects in the world about
us. If the essential features of a given curve are not readily duplicated in a later

112



experiment—in either the same or another organism—we take this, not as a cue to
resort to averages, but as a warning that some relevant condition has still to be
discovered and controlled. The usual uniformity of the results encourages us to turn—
not to sampling procedures—but to more rigorous experimental control.

As a result, thirdly, the concepts and laws which emerge from this sort of study have
an immediate reference to the behavior of the individual which is lacking in concepts
or laws which are the products of statistical methods. When we extend an experimental
analysis to human affairs in general, it is a great advantage to have a conceptual system
which refers to the single individual, preferably without comparison with a group. A
more direct application to the prediction and control of the individual is thus achieved.
The study of frequency of response appears to lead directly to such a system.

Fourthly, frequency of response provides a continuous account of many basic
processes. We can follow a curve of extinction, for example, for many hours, and the
condition of the response at every moment is apparent in our records. This is in marked
contrast to methods and techniques which merely sample a learning process from time
to time, where the whole process must be inferred. The samples are often so widely
spaced that the kinds of details we have seen here are completely overlooked.

Fifthly, we must not forget the considerable advantage of a datum which lends itself
to automatic experimentation. Many processes in behavior cover long periods of time.
The records we obtain from an individual organism may cover hundreds of hours and
report millions of responses. We characteristically use experimental periods of eight,
ten, even fifteen hours. Personal observation of such material is unthinkable.

Finally, and perhaps most important of all, frequency of response is a valuable datum
just because it provides a substantial basis for the concept of probability of response—a
concept toward which a science of behavior seems to have been groping for many
decades. Here is a perfectly good physical referent for that concept. It is true that the
momentary condition of the organism as the tangent of a curve is still an abstraction—
the very abstraction which became important in the physical sciences with Newton and
Leibniz. But we are now able to deal with this in a rigorous fashion. The superfluous
trappings of traditional definitions of terms like habit, attitude, wish, and so on, may be
avoided.

The points illustrated here in a small branch of the field of learning apply equally
well to other fields of behavior. Frequency of response has already proved useful in
studying the topography of behavior—the shaping of new responses. It permits us to
answer such a question as: Does the emission of Response A4 alter the probability of a
Response B which resembles 4 in certain ways? It has proved to be a useful datum in
studying the effect of discriminative stimuli. If we establish a given probability of
response under Stimulus 4, what is the probability that the response will be made under
Stimulus B, which resembles 4 in certain ways? Is red as different from orange as
green is from blue? We may ask the pigeon a question of this sort quite meaningfully in
terms of probability of response. Pattern discrimination and the formation of concepts
have been studied with the same method.

Frequency of response is also a useful datum when two responses are being
considered at the same time. We can investigate “choice” and follow the development
of a preference for one of two stimuli. The datum has proved to be especially useful in
studying complex behavior in which two or more responses are related to two or more
stimuli—for example, in matching color from sample or in selecting the opposite of a
sample. Outside the field of learning considerable work has been done in motivation
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(where frequency of response varies with degree of deprivation), in emotion (where, for
example, rate of responding serves as a useful baseline in observing what we may call
“anxiety”), in the effects of drugs (evaluated, for example, against the stable baseline
obtained under variable-interval reinforcement), and so on. One of the most promising
achievements has been an analysis of the effects of punishment, which confirms much
of the Freudian material on repression and reveals many disadvantages in the use of
punishment as a technique of control.

The extension of such results to the world at large frequently meets certain
objections. In the laboratory we choose an arbitrary response, hold the environment as
constant as possible, and so on. Can our results apply to behavior of much greater
variety emitted under conditions which are constantly changing? If a certain
experimental design is necessary to observe a frequency, can we apply the results to a
situation where frequency cannot be determined? The answer here is the answer which
must be given by any experimental science. Laboratory experimentation is designed to
make a process as obvious as possible, to separate processes one from the other, and to
obtain quantitative measures. These are indeed the very heart of an experimental
science. The history of science shows that the results can be effectively extended to the
world at large. For example, we determine the shape of the cooling curve with the aid
of the physical laboratory. We have little doubt that the same process is going on as our
breakfast coffee grows cold, but we have no evidence for this and probably could not
prove it under genuine breakfast-table conditions. What we transfer from our
experiments to a casual world in which satisfactory quantification is impossible is the
knowledge that certain basic processes exist, that they are lawful, and that they
probably account for the unpleasantly chaotic facts with which we are faced. The gain
in practical effectiveness which is derived from such transferred knowledge may be, as
the physical sciences show, enormous.

Another common objection is that if we identify probability of response with
frequency of occurrence, we cannot legitimately apply the notion to an event which is
never repeated. A man may marry only once. He may engage in a business deal only
once. He may commit suicide only once. Is behavior of this sort beyond the scope of
such an analysis? The answer here concerns the definition of the unit to be predicted.
Complex activities are not always “responses” in the sense of repeated or repeatable
events. They are composed of responses, however, which are repeatable and capable of
being studied in terms of frequency. The problem is again not peculiar to the field of
behavior. Was it possible to assign a given probability to the explosion of the first
atomic bomb? The probabilities of many of the component events were soundly based
upon data in the form of frequencies. But the explosion of the bomb as a whole was a
unique event in the history of the world. Though the probability of its occurrence could
not be stated in terms of the frequency of a unit at that level, it could still be evaluated.
The problem of predicting that a man will commit suicide is of the same nature.

In summary, then, the basic datum in the analysis of behavior has the status of a
probability. The actual observed dependent variable is frequency of response. An
experimental situation is required in which frequency may be studied. When this is
arranged, important processes in behavior are revealed in a continuous, orderly, and
reproducible fashion. Concepts and laws derived from such data are immediately
applicable to the behavior of the individual, and they permit us to move on to the
interpretation of behavior in the world at large with the greatest possible speed.
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A Case History in Scientific Method

In exploring the status and development of psychology in the United States the
American Psychological Association, with help from the National Science Foundation,
set up Project A under the direction of Sigmund Koch. Among other things the Project
sponsored ‘“‘the preparation of analyses of given systematizations by the actual
originators of these formulations.” In other words, the proprietors of several current
systems of psychology were asked to describe their wares. In the instruction to
contributors “systematic formulation” was defined as “any set of sentences formulated
as a tool for ordering empirical knowledge with respect to some specifiable domain of
events.” Topics to be covered included Background Factors and Orienting Attitudes,
Initial Evidential Grounds for Assumptions of System, Degree of Programmaticity, and
Intermediate and Long Range Strategy for the Development of the System.

My reaction was the present paper. It was written primarily for a meeting of the
Eastern Psychological Association in April, 1955, and was published in the American
Psychologist (1956, 11, 221-233). It was submitted with considerable diffidence to the
director of Project A, who generously included it in the report of the project,
Psychology: A Study of a Science, Vol. II (New York, McGraw-Hill, 1958). It is
reprinted here by permission.

In the project report the paper begins with the following paragraph:

A scientist is an extremely complex organism, and his behavior is likely to resist to
the very last any effort toward an empirical analysis. Nevertheless, if anything useful is
to be said about him, either in trying to understand his behavior or in inculcating
similar behavior in others, it will be in the nature of an empirical rather than a formal
analysis. As an anti-formalist it would be inconsistent of me to describe my own
scientific activity in the formal framework of Project A. I have therefore reacted to the
proposal of the director by illustrating my own philosophy of science with a personal
history.

It has been said that college teaching is the only profession for which there is no
professional training, and it is commonly argued that this is because our graduate
schools train scholars and scientists rather than teachers. We are more concerned with
the discovery of knowledge than with its dissemination. But can we justify ourselves
quite so easily? It is a bold thing to say that we know how to train a man to be a
scientist. Scientific thinking is the most complex and probably the most subtle of all
human activities. Do we actually know how to shape up such behavior, or do we
simply mean that some of the people who attend our graduate schools eventually
become scientists?

Except for a laboratory course which acquaints the student with standard apparatus
and standard procedures, the only explicit training in scientific method generally
received by a young psychologist is a course in statistics—not the introductory course,
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which is often required of so many kinds of students that it is scarcely scientific at all,
but an advanced course which includes “model building,” “theory construction,” and
“experimental design.” But it is a mistake to identify scientific practice with the
formalized constructions of statistics and scientific method. These disciplines have
their place, but it does not coincide with the place of scientific research. They offer a
method of science but not, as is so often implied, the method. As formal disciplines
they arose very late in the history of science, and most of the facts of science have been
discovered without their aid. It takes a great deal of skill to fit Faraday with his wires
and magnets into the picture which statistics gives us of scientific thinking. And most
current scientific practice would be equally refractory, especially in the important
initial stages. It is no wonder that the laboratory scientist is puzzled and often dismayed
when he discovers how his behavior has been reconstructed in the formal analyses of
scientific method. He is likely to protest that this is not at all a fair representation of
what he does.

But his protest is not likely to be heard. For the prestige of statistics and scientific
methodology is enormous. Much of it is borrowed from the high repute of mathematics
and logic, but much of it derives from the flourishing state of the art itself. Some
statisticians are professional people employed by scientific and commercial enterprises.
Some are teachers and pure researchers who give their colleagues the same kind of
service for nothing—or at most a note of acknowledgment. Many are zealous people
who, with the best of intentions, are anxious to show the nonstatistical scientist how he
can do his job more efficiently and assess his results more accurately. There are strong
professional societies devoted to the advancement of statistics, and hundreds of
technical books and journals are published annually.

Against this, the practicing scientist has very little to offer. He cannot refer the
young psychologist to a book which will tell him how to find out all there is to know
about a subject matter, how to have the good hunch which will lead him to devise a
suitable piece of apparatus, how to develop an efficient experimental routine, how to
abandon an unprofitable line of attack, how to move on most rapidly to later stages of
his research. The work habits which have become second nature to him have not been

formalized by anyone, and he may feel that they possibly never will be. As Richter'
has pointed out, “Some of the most important discoveries have been made without any
plan of research,” and “there are researchers who do not work on a verbal plane, who
cannot put into words what they are doing.”

If we are interested in perpetuating the practices responsible for the present corpus of
scientific knowledge, we must keep in mind that some very important parts of the
scientific process do not now lend themselves to mathematical, logical, or any other
formal treatment. We do not know enough about human behavior to know how the
scientist does what he does. Although statisticians and methodologists may seem to tell
us, or at least imply, how the mind works—how problems arise, how hypotheses are
formed, deductions made, and crucial experiments designed—we as psychologists are
in a position to remind them that they do not have methods appropriate to the empirical
observation or the functional analysis of such data. These are aspects of human
behavior, and no one knows better than we how little can at the moment be said about
them.

Some day we shall be better able to express the distinction between empirical
analysis and formal reconstruction, for we shall have an alternative account of the
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behavior of Man Thinking. Such an account will not only plausibly reconstruct what a
particular scientist did in any given case, it will permit us to evaluate practices and, I
believe, to teach scientific thinking. But that day is some little distance in the future.
Meanwhile we can only fall back on examples.

When the director of Project A of the American Psychological Association asked me
to describe and analyze my activities as a research psychologist, I went through a
trunkful of old notes and records and, for my pains, reread some of my earlier
publications. This has made me all the more aware of the contrast between the
reconstructions of formalized scientific method and at least one case of actual practice.
Instead of amplifying the points I have just made by resorting to a generalized account
(principally because it is not available), I should like to discuss a case history. It is not
one of the case histories we should most like to have, but what it lacks in importance is
perhaps somewhat offset by accessibility. I therefore ask you to imagine that you are all
clinical psychologists—a task which becomes easier and easier as the years go by—
while I sit across the desk from you or stretch out upon this comfortable leather couch.

The first thing I can remember happened when I was only twenty-two years old.
Shortly after I was graduated from college Bertrand Russell published a series of
articles in the old Dial magazine on the epistemology of John B. Watson’s
Behaviorism. I had had no psychology as an undergraduate but I had had a lot of
biology, and two of the books which my biology professor had put into my hands were
Loeb’s Physiology of the Brain and the newly published Oxford edition of Pavlov’s
Conditioned Reflexes. And now here was Russell extrapolating the principles of an
objective formulation of behavior to the problem of knowledge! Many years later when
I told Lord Russell that his articles were responsible for my interest in behavior, he
could only exclaim, “Good Heavens! I had always supposed that those articles had
demolished Behaviorism!” But at any rate he had taken Watson seriously, and so did I.

When I arrived at Harvard for graduate study, the air was not exactly full of
behavior, but Walter Hunter was coming in once a week from Clark University to give
a seminar, and Fred Keller, also a graduate student, was an expert in both the technical
details and the sophistry of Behaviorism. Many a time he saved me as I sank into the
quicksands of an amateurish discussion of “What is an image?” or “Where is red?” |
soon came into contact with W. J. Crozier, who had studied under Loeb. It had been
said of Loeb, and might have been said of Crozier, that he “resented the nervous
system.” Whether this was true or not, the fact was that both these men talked about
animal behavior without mentioning the nervous system and with surprising success.
So far as I was concerned, they cancelled out the physiological theorizing of Pavlov
and Sherrington and thus clarified what remained of the work of these men as the
beginnings of an independent science of behavior. My doctoral thesis was in part an
operational analysis of Sherrington’s synapse, in which behavioral laws were
substituted for supposed states of the central nervous system.

But the part of my thesis at issue here was experimental. So far as I can see, [ began
simply by looking for lawful processes in the behavior of the intact organism. Pavlov
had shown the way; but I could not then, as I cannot now, move without a jolt from
salivary reflexes to the important business of the organism in everyday life. Sherrington
and Magnus had found order in surgical segments of the organism. Could not
something of the same sort be found, to use Loeb’s phrase, in “the organism as a
whole”? I had the clue from Pavlov: control your conditions and you will see order.

It is not surprising that my first gadget was a silent release box, operated by

117



compressed air and designed to eliminate disturbances when introducing a rat into an
apparatus. I used this first in studying the way a rat adapted to a novel stimulus. I built
a soundproofed box containing a specially structured space. A rat was released,
pneumatically, at the far end of a darkened tunnel from which it emerged in exploratory
fashion into a well-lighted area. To accentuate its progress and to facilitate recording,
the tunnel was placed at the top of a flight of steps, something like a functional
Parthenon (Figure 1). The rat would peek out from the tunnel, perhaps glancing
suspiciously at the one-way window through which I was watching it, then stretch itself
cautiously down the steps. A soft click (carefully calibrated, of course) would cause it
to pull back into the tunnel and remain there for some time. But repeated clicks had less
and less of an effect. I recorded the rat’s advances and retreats by moving a pen back
and forth across a moving paper tape.

The major result of this experiment was that some of my rats had babies. I began to
watch young rats. I saw them right themselves and crawl about very much like the
decerebrate or thalamic cats and rabbits of Magnus. So I set about studying the postural
reflexes of young rats. Here was a first principle not formally recognized by scientific
methodologists: When you run onto something interesting, drop everything else and
study it. I tore up the Parthenon and started over.
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FIG. 1

If you hold a young rat on one hand and pull it gently by the tail, it will resist you by
pulling forward and then, with a sudden sharp spring which usually disengages its tail,
it will leap out into space. I decided to study this behavior quantitatively. I built a light
platform covered with cloth and mounted it on tightly stretched piano wires (Figure 2).
Here was a version of Sherrington’s torsion-wire myograph, originally designed to
record the isometric contraction of the tibialis anticus of a cat, but here adapted to the
response of a whole organism. When the tail of the young rat was gently pulled, the rat
clung to the cloth floor and tugged forward. By amplifying the fine movements of the
platform, it was possible to get a good kymograph record of the tremor in this motion
and then, as the pull against the tail was increased, of the desperate spring into the air
(Figure 3).
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Now, baby rats have very little future, except as adult rats. Their behavior is literally
infantile and cannot be usefully extrapolated to everyday life. But if this technique
would work with a baby, why not try it on a mature rat? To avoid attaching anything to
the rat, it should be possible to record, not a pull against the substrate, but the ballistic
thrust exerted as the rat runs forward or suddenly stops in response to my calibrated
click. So, invoking the first principle of scientific practice again, I threw away the
piano-wire platform and built a runway, eight feet long. This was constructed of light
wood, in the form of a U girder, mounted rigidly on vertical glass plates, the elasticity
of which permitted a very slight longitudinal movement (Figure 4). The runway
became the floor of a long tunnel, not shown, at one end of which I placed my
soundless release box and at the other end myself, prepared to reinforce the rat for
coming down the runway by giving it a bit of wet mash, to sound a click from time to
time when it had reached the middle of the runway, and to harvest kymograph records
of the vibrations of the substrate.

Now for a second unformalized principle of scientific practice: Some ways of doing
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research are easier than others. I got tired of carrying the rat back to the other end of the
runway. A back alley was therefore added (Figure 5). Now the rat could eat a bit of
mash at point C, go down the back alley A, around the end as shown, and back home
by runway B. The experimenter at E could collect records from the kymograph at D in
comfort. In this way a great many records were made of the forces exerted against the
substratum as rats ran down the alley and occasionally stopped dead in their tracks as a
click sounded (Figure 6).

FIG. 4

122



There was one annoying detail, however. The rat would often wait an inordinately
long time at C before starting down the back alley on the next run. There seemed to be
no explanation for this. When I timed these delays with a stop watch, however, and
plotted them, they seemed to show orderly changes (Figure 7). This was, of course, the
kind of thing I was looking for. I forgot all about the movements of the substratum and
began to run rats for the sake of the delay measurements alone. But there was now no
reason why the runway had to be eight feet long and, as the second principle came into
play again, I saw no reason why the rat could not deliver its own reinforcement.
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A new apparatus was built. In Figure 8 we see the rat eating a piece of food just after
completing a run. It produced the food by its own action. As it ran down the back alley
A to the far end of the rectangular runway, its weight caused the whole runway to tilt
slightly on the axis C and this movement turned the wooden disc D, permitting a piece
of food in one of the holes around its perimeter to drop through a funnel into a food
dish. The food was pearl tapioca, the only kind I could find in the grocery stores in
reasonably uniform pieces. The rat had only to complete its journey by coming down
the homestretch B to enjoy its reward. The experimenter was able to enjoy Ais reward
at the same time, for he had only to load the magazine, put in a rat, and relax. Each tilt
was recorded on a slowly moving kymograph.

A third unformalized principle of scientific practice: Some people are lucky. The
disc of wood from which I had fashioned the food magazine was taken from a
storeroom of discarded apparatus. It happened to have a central spindle, which
fortunately I had not bothered to cut off. One day it occurred to me that if I wound a
string around the spindle and allowed it to unwind as the magazine was emptied
(Figure 9), I would get a different kind of record. Instead of a mere report of the up-
and-down movement of the runway, as a series of pips as in a polygraph, I would get a
curve. And 1 knew that science made great use of curves, although, so far as I could
discover, very little of pips on a polygram. The difference between the old type of
record at A (Figure 10) and the new at B may not seem great, but as it turned out the
curve revealed things in the rate of responding, and in changes in that rate, which
would certainly otherwise have been missed. By allowing the string to unwind rather
than to wind, I had got my curve in an awkward Cartesian quadrant, but that was easily
remedied. Psychologists have adopted cumulative curves only very slowly, but I think
it is fair to say that they have become an indispensable tool for certain purposes of
analysis.
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Eventually, of course, the runway was seen to be unnecessary. The rat could simply
reach into a covered tray for pieces of food, and each movement of the cover could
operate a solenoid to move a pen one step in a cumulative curve. The first major
change in rate observed in this way was due to indigestion. Curves showing how the
rate of eating declined with the time of eating comprised the other part of my thesis.
But a refinement was needed. The behavior of the rat in pushing open the door was not
a normal part of the ingestive behavior of Rattus rattus. The act was obviously learned
but its status as part of the final performance was not clear. It seemed wise to add an
initial conditioned response connected with ingestion in a quite arbirary way. I chose
the first device which came to hand—a horizontal bar or lever placed where it could be
conveniently depressed by the rat to close a switch which operated a magnetic
magazine. Ingestion curves obtained with this initial response in the chain were found
to have the same properties as those without it.

Now, as soon as you begin to complicate an apparatus, you necessarily invoke a
fourth principle of scientific practice: Apparatuses sometimes break down. I had only
to wait for the food magazine to jam to get an extinction curve. At first I treated this as
a defect and hastened to remedy the difficulty. But eventually, of course, I deliberately
disconnected the magazine. I can easily recall the excitement of that first complete
extinction curve (Figure 11). I had made contact with Pavlov at last! Here was a curve
uncorrupted by the physiological process of ingestion. It was an orderly change due to
nothing more than a special contingency of reinforcement. It was pure behavior! I am
not saying that I would not have got around to extinction curves without a breakdown
in the apparatus; Pavlov had given too strong a lead in that direction. But it is still no
exaggeration to say that some of the most interesting and surprising results have turned
up first because of similar accidents. Foolproof apparatus is no doubt highly desirable,
but Charles Ferster and I in recently reviewing the data from a five-year program of
research found many occasions to congratulate ourselves on the fallibility of relays and
vacuum tubes.
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I then built four soundproofed ventilated boxes, each containing a lever and a food
magazine and supplied with a cumulative recorder, and was on my way to an intensive
study of conditioned reflexes in skeletal behavior. I would reinforce every response for
several days and then extinguish for a day or two, varying the number of
reinforcements, the amount of previous magazine training, and so on.

At this point I made my first use of the deductive method. I had long since given up
pearl tapioca as too unbalanced a diet for steady use. A neighborhood druggist had
shown me his pill machine, and I had had one made along the same lines (Figure 12). It
consisted of a fluted brass bed across which one laid a long cylinder of stiff paste (in
my case a MacCollum formula for an adequate rat diet). A similarly fluted cutter was
then lowered onto the cylinder and rolled slowly back and forth, converting the paste
into about a dozen spherical pellets. These were dried for a day or so before use. The
procedure was painstaking and laborious. Eight rats eating a hundred pellets each per
day could easily keep up with production. One pleasant Saturday afternoon I surveyed
my supply of dry pellets and, appealing to certain elemental theorems in arithmetic,
deduced that unless I spent the rest of that afternoon and evening at the pill machine,
the supply would be exhausted by ten-thirty Monday morning.
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FIG. 12

Since I do not wish to deprecate the hypothetico-deductive method, I am glad to
testify here to its usefulness. It led me to apply our second principle of unformalized
scientific method and to ask myself why every press of the lever had to be reinforced. |
was not then aware of what had happened at the Brown laboratories, as Harold
Schlosberg later told the story. A graduate student had been given the task of running a
cat through a difficult discrimination experiment. One Sunday the student found the
supply of cat food exhausted. The stores were closed, and so, with a beautiful faith in
the frequency-theory of learning, he ran the cat as usual and took it back to its living
cage unrewarded. Schlosberg reports that the cat howled its protest continuously for
nearly forty-eight hours. Unaware of this I decided to reinforce a response only once
every minute and to allow all other responses to go unreinforced. There were two
results: (a) my supply of pellets lasted almost indefinitely; and (b) each rat stabilized at
a fairly constant rate of responding.

Now, a steady state was something I was familiar with from physical chemistry, and
I therefore embarked upon the study of periodic reinforcement. I soon found that the
constant rate at which the rat stabilized depended upon how hungry it was. Hungry rat,
high rate; less hungry rat, lower rate. At that time [ was bothered by the practical
problem of controlling food deprivation. I was working half time at the Medical School
(on chronaxie of subordination!) and could not maintain a good schedule in working
with the rats. The rate of responding under periodic reinforcement suggested a scheme
for keeping a rat at a constant level of deprivation. The argument went like this:
Suppose you reinforce the rat, not at the end of a given period, but when it has
completed the number of responses ordinarily emitted in that period. And suppose you
use substantial pellets of food and give the rat continuous access to the lever. Then,
except for periods when the rat sleeps, it should operate the lever at a constant rate
around the clock. For, whenever it grows slightly hungrier, it will work faster, get food
faster, and become less hungry, while whenever it grows slightly less hungry, it will
respond at a lower rate, get less food, and grow hungrier. By setting the reinforcement
at a given number of responses it should even be possible to hold the rat at any given

129



level of deprivation. I visualized a machine with a dial which one could set to make
available, at any time of day or night, a rat in a given state of deprivation. Of course,
nothing of the sort happens. This is “fixed-ratio” rather than “fixed-interval”
reinforcement and, as I soon found out, it produces a very different type of
performance. This is an example of a fifth unformalized principle of scientific practice,
but one which has at least been named. Walter Cannon described it with a word
invented by Horace Walpole: serendipity—the art of finding one thing while looking
for something else.

This account of my scientific behavior up to the point at which I published my
results in a book called The Behavior of Organisms is as exact in letter and spirit as [
can now make it. The notes, data, and publications which I have examined do not show
that I ever behaved in the manner of Man Thinking as described by John Stuart Mill or
John Dewey or in reconstructions of scientific behavior by other philosophers of
science. I never faced a Problem which was more than the eternal problem of finding
order. I never attacked a problem by constructing a Hypothesis. I never deduced
Theorems or submitted them to Experimental Check. So far as I can see, I had no
preconceived Model of behavior—certainly not a physiological or mentalistic one and,
I believe, not a conceptual one. The “reflex reserve” was an abortive, though
operational, concept which was retracted a year or so after publication in a paper at the
Philadelphia meeting of the APA. It lived up to my opinion of theories in general by
proving utterly worthless in suggesting further experiments. Of course, I was working
on a basic Assumption—that there was order in behavior if I could only discover it—
but such an assumption is not to be confused with the hypotheses of deductive theory.
It is also true that I exercised a certain Selection of Facts but not because of relevance
to theory but because one fact was more orderly than another. If I engaged in
Experimental Design at all, it was simply to complete or extend some evidence of order
already observed.

Most of the experiments described in The Behavior of Organisms were done with
groups of four rats. A fairly common reaction to the book was that such groups were
too small. How did I know that other groups of four rats would do the same thing?
Keller, in defending the book, countered with the charge that groups of four were too
big. Unfortunately, however, I allowed myself to be persuaded of the contrary. This
was due in part to my association at the University of Minnesota with W. T. Heron.
Through him I came into close contact for the first time with traditional animal
psychology. Heron was interested in inherited maze behavior, inherited activity, and
certain drugs—the effects of which could then be detected only through the use of
fairly large groups. We did an experiment together on the effect of starvation on the
rate of pressing a lever and started the new era with a group of sixteen rats. But we had
only four boxes, and this was so inconvenient that Heron applied for a grant and built a
battery of twenty-four lever-boxes and cumulative recorders. I supplied an attachment
which would record, not only the mean performance of all twenty-four rats in a single
averaged curve, but mean curves for four subgroups of twelve rats each and four

subgroups of six rats cach.> We thus provided for the design of experiments according
to the principles of R. A. Fisher, which were then coming into vogue. We had, so to
speak, mechanized the Latin square.

With this apparatus Heron and I published a study of extinction in maze-bright and
maze-dull rats using ninety-five subjects. Later I published mean extinction curves for
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groups of twenty-four, and W. K. Estes and I did our work on anxiety with groups of
the same size. But although Heron and I could properly voice the hope that “the
possibility of using large groups of animals greatly improves upon the method as
previously reported, since tests of significance are provided for and properties of
behavior not apparent in single cases may be more easily detected,” in actual practice
that is not what happened. The experiments I have just mentioned are almost all we
have to show for this elaborate battery of boxes. Undoubtedly more work could be
done with it and would have its place, but something had happened to the natural
growth of the method. You cannot easily make a change in the conditions of an
experiment when twenty-four apparatuses have to be altered. Any gain in rigor is more
than matched by a loss in flexibility. We were forced to confine ourselves to processes
which could be studied with the baselines already developed in earlier work. We could
not move on to the discovery of other processes or even to a more refined analysis of
those we were working with. No matter how significant might be the relations we
actually demonstrated, our statistical Leviathan had swum aground. The art of the
method had stuck at a particular stage of its development.

Another accident rescued me from mechanized statistics and brought me back to an
even more intensive concentration on the single case. In essence, I suddenly found
myself face to face with the engineering problem of the animal trainer. When you have
the responsibility of making absolutely sure that a given organism will engage in a
given sort of behavior at a given time, you quickly grow impatient with theories of
learning. Principles, hypotheses, theorems, satisfactory proof at the .05 level of
significance that behavior at a choice point shows the effect of secondary reinforcement
—mnothing could be more irrelevant. No one goes to the circus to see the average dog
jump through a hoop significantly oftener than untrained dogs raised under the same
circumstances, or to see an elephant demonstrate a principle of behavior.

Perhaps I can illustrate this without giving aid and comfort to the enemy by
describing a Russian device which the Germans found quite formidable. The Russians
used dogs to blow up tanks. A dog was trained to hide behind a tree or wall in low
brush or other cover. As a tank approached and passed, the dog ran swiftly alongside it,
and a small magnetic mine attached to the dog’s back was sufficient to cripple the tank
or set it afire. The dog, of course, had to be replaced.

Now I ask you to consider some of the technical problems which the psychologist
faces in preparing a dog for such an act of unintentional heroism. The dog must wait
behind the tree for an indefinite length of time. Very well, it must therefore be
intermittently reinforced for waiting. But what schedule will achieve the highest
probability of waiting? If the reinforcement is to be food, what is the absolutely optimal
schedule of deprivation consistent with the health of the dog? The dog must run to the
tank—that can be arranged by reinforcing it with a practice tank—but it must start
instantly if it is to overtake a swift tank, and how do you differentially reinforce short
reaction times, especially in counteracting the reinforcement for sitting and waiting?
The dog must react only to tanks, not to a refugee driving his oxcart along the road, but
what are the defining properties of a tank so far as a dog is concerned?

I think it can be said that a functional analysis proved adequate in its technological
application. Manipulation of environmental conditions alone made possible a wholly
unexpected practical control. Behavior could be shaped up according to specifications
and maintained indefinitely almost at will. One behavioral technologist who worked
with me at the time (Keller Breland) is now specializing in the production of behavior
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as a salable commodity and has described this new profession in the American

Psychologist. 3

There are many useful applications within psychology itself. Ratliff and Blough have
recently conditioned pigeons to serve as psychophysical observers. In their experiment
a pigeon may adjust one of two spots of light until the two are equally bright or it may
hold a spot of light at the absolute threshold during dark adaptation. The techniques
which they have developed to induce pigeons to do this are only indirectly related to
the point of their experiments and hence exemplify the application of a behavioral

science.* The field in which a better technology of behavior is perhaps most urgently
needed is education. I cannot describe here the applications which are now possible,
but perhaps I can indicate my enthusiasm by hazarding the guess that educational
techniques at all age levels are on the threshold of revolutionary changes (see page
217).

The effect of a behavioral technology on scientific practice is the issue here. Faced
with practical problems in behavior, you necessarily emphasize the refinement of
experimental variables. As a result, some of the standard procedures of statistics appear
to be circumvented. Let me illustrate. Suppose that measurements have been made on
two groups of subjects differing in some detail of experimental treatment. Means and
standard deviations for the two groups are determined, and any difference due to the
treatment is evaluated. If the difference is in the expected direction but is not
statistically significant, the almost universal recommendation would be to study larger
groups. But our experience with practical control suggests that we may reduce the
troublesome variability by changing the conditions of the experiment. By discovering,
elaborating, and fully exploiting every relevant variable, we may eliminate in advance
of measurement the individual differences which obscure the difference under analysis.
This will achieve the same result as increasing the size of groups, and it will almost
certainly yield a bonus in the discovery of new variables which would not have been
identified in the statistical treatment.

The same may be said of smooth curves. In our study of anxiety, Estes and I
published several curves, the reasonable smoothness of which was obtained by
averaging the performances of twelve rats for each curve. The individual curves
published at that time show that the mean curves do not faithfully represent the
behavior of any one rat. They show a certain tendency toward a change in slope which
supported the point we were making, and they may have appeared to warrant averaging
for that reason.

But an alternative method would have been to explore the individual case until an
equally smooth curve could be obtained. This would have meant not only rejecting the
temptation to produce smoothness by averaging cases, but manipulating all relevant
conditions as we later learned to manipulate them for practical purposes. The individual
curves which we published at that time point to the need not for larger groups but for
improvement in experimental technique. Here, for example, is a curve the smoothness
of which is characteristic of current practice. Such curves were shown in the making in
a demonstration which Ferster and I arranged at the Cleveland meeting of the American
Psychological Association (Figure 13). Here, in a single organism, three different
schedules of reinforcement are yielding corresponding performances with great
uniformity under appropriate stimuli alternating at random. One does not reach this
kind of order through the application of statistical methods.
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FIG. 13

In The Behavior of Organisms 1 was content to deal with the over-all slopes and
curvature of cumulative curves and could make only a rough classification of the
properties of behavior shown by the finer grain. The grain has now been improved. The
resolving power of the microscope has been greatly increased, and we can see
fundamental processes of behavior in sharper and sharper detail. In choosing rate of
responding as a basic datum and in recording this conveniently in a cumulative curve,
we make important temporal aspects of behavior visible. Once this has happened, our
scientific practice is reduced to simple looking. A new world is opened to inspection.
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We use such curves as we use a microscope, X-ray camera, or telescope. This is well
exemplified by recent extensions of the method. These are no longer part of my case
history, but perhaps you will permit me to consult you about what some critics have
described as a folie a deux or group neurosis.

An early application of the method to the behavior of avoidance and escape was
made by Keller in studying the light aversion of the rat. This was brilliantly extended
by Murray Sidman in his shock-avoidance experiments. It is no longer necessary to
describe avoidance and escape by appeal to “principles,” for we may watch the
behavior develop when we have arranged the proper contingencies of reinforcement, as
we later watch it change as these contingencies are changed.

Hunt and Brady have extended the use of a stable rate in the study of anxiety-
producing stimuli and have shown that the depression in rate is eliminated by
electroconvulsive shock and by other measures which are effective in reducing anxiety
in human patients. O. R. Lindsley has found the same thing for dogs, using insulin-
shock therapy and sedatives. Brady has refined the method by exploring the relevance
of various schedules of reinforcement in tracing the return of the conditioned
depression after treatment. In these experiments you see the effect of a treatment as
directly as you see the constriction of a capillary under the microscope.

Early work with rats on caffeine and Benzedrine has been extended by Lindsley with
dogs. A special technique for evaluating several effects of a drug in a single short
experimental period yields a record of behavior which can be read as a specialist reads
an electrocardiogram. Dr. Peter Dews of the Department of Pharmacology at the
Harvard Medical School is investigating dose-response curves and the types and effects
of various drugs, using pigeons as subjects. In the Psychological Laboratories at
Harvard additional work on drugs is being carried out by Morse, Herrnstein, and
Marshall, and the technique is being adopted by drug manufacturers. There could
scarcely be a better demonstration of the experimental treatment of variability. In a
single experimental session with a single organism one observes the onset, duration,
and decline of the effects of a drug.

The direct observation of defective behavior is particularly important. Clinical or
experimental damage to an organism is characteristically unique. Hence the value of a
method which permits the direct observation of the behavior of the individual. Lindsley
has studied the effects of near-lethal irradiation, and the effects of prolonged anesthesia
and anoxia are currently being examined by Thomas Lohr in co-operation with Dr.
Henry Beecher of the Massachusetts General Hospital. The technique is being applied
to neurological variables in the monkey by Dr. Karl Pribram at the Hartford Institute.
The pattern of such research is simple: establish the behavior in which you are
interested, submit the organism to a particular treatment, and then look again at the
behavior. An excellent example of the use of experimental control in the study of
motivation is some work on obesity by J. E. Anliker in collaboration with Dr. Jean
Mayer of the Harvard School of Public Health, where abnormalities of ingestive
behavior in several types of obese mice can be compared by direct inspection.

There is perhaps no field in which behavior is customarily described more indirectly
than psychiatry. In an experiment at the Massachusetts State Hospital, O. R. Lindsley is
carrying out an extensive program which might be characterized as a quantitative study

of the temporal properties of psychotic behavior.> Here again it is a question of making
certain characteristics of the behavior visible.

134



The extent to which we can eliminate sources of variability before measurement is
shown by a result which has an unexpected significance for comparative psychology
and the study of individual differences. Figure 14 shows tracings of three curves which
report behavior in response to a multiple fixed-interval fixed-ratio schedule. The
hatches mark reinforcements. Separating them in some cases are short, steep lines
showing a high constant rate on a fixed-ratio schedule and, in others, somewhat longer
“scallops” showing a smooth acceleration as the organism shifts from a very low rate
just after reinforcement to a higher rate at the end of the fixed interval. The values of
the intervals and ratios, the states of deprivation, and the exposures to the schedules
were different in the three cases, but except for these details the curves are quite
similar. Now, one of them was made by a pigeon in some experiments by Ferster and
me, one was made by a rat in an experiment on anoxia by Lohr, and the third was made
by a monkey in Karl Pribram’s laboratory at the Hartford Institute. Pigeon, rat, monkey,
which is which? It doesn’t matter. Of course, these three species have behavioral
repertoires which are as different as their anatomies. But once you have allowed for
differences in the ways in which they make contact with the environment, and in the
ways in which they act upon the environment, what remains of their behavior shows
astonishingly similar properties. Mice, cats, dogs, and human children could have
added other curves to this figure. And when organisms which differ as widely as this
nevertheless show similar properties of behavior, differences between members of the
same species may be viewed more hopefully. Difficult problems of idiosyncrasy or
individuality will always arise as products of biological and cultural processes, but it is
the very business of the experimental analysis of behavior to devise techniques which
reduce their effects except when they are explicitly under investigation.
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FIG. 14

We are within reach of a science of the individual. This will be achieved, not by
resorting to some special theory of knowledge in which intuition or understanding
takes the place of observation and analysis, but through an increasing grasp of relevant
conditions to produce order in the individual case.

A second consequence of an improved technology is the effect upon behavior theory.
As I have pointed out elsewhere, it is the function of learning theory to create an
imaginary world of law and order and thus to console us for the disorder we observe in
behavior itself. Scores on a T maze or jumping stand hop about from trial to trial
almost capriciously. Therefore we argue that if learning is, as we hope, a continuous
and orderly process, it must be occurring in some other system of dimensions—perhaps
in the nervous system, or in the mind, or in a conceptual model of behavior. Both the
statistical treatment of group means and the averaging of curves encourage the belief
that we are somehow going behind the individual case to an otherwise inaccessible, but
more fundamental, process. The whole tenor of our paper on anxiety, for example, was
to imply that the change we observed was not necessarily a property of behavior, but of
some theoretical state of the organism (“anxiety”) which was merely reflected in a
slight modification of performance.

When we have achieved a practical control over the organism, theories of behavior
lose their point. In representing and managing relevant variables, a conceptual model is
useless; we come to grips with behavior itself. When behavior shows order and

136



consistency, we are much less likely to be concerned with physiological or mentalistic
causes. A datum emerges which takes the place of theoretical fantasy. In the
experimental analysis of behavior we address ourselves to a subject matter which is not
only manifestly the behavior of an individual and hence accessible without the usual
statistical aids but also “objective” and “actual” without recourse to deductive
theorizing.

Statistical techniques serve a useful function, but they have acquired a purely
honorific status which may be troublesome. Their presence or absence has become a
shibboleth to be used in distinguishing between good and bad work. Because measures
of behavior have been highly variable, we have come to trust only results obtained
from large numbers of subjects. Because some workers have intentionally or
unconsciously reported only selected favorable instances, we have come to put a high
value on research which is planned in advance and reported in its entirety. Because
measures have behaved capriciously, we have come to value skillful deductive theories
which restore order. But although large groups, planned experiments, and valid
theorizing are associated with significant scientific results, it does not follow that
nothing can be achieved in their absence. Here are two brief examples of the choice
before us.

How can we determine the course of dark adaptation in a pigeon? We move a pigeon
from a bright light to a dark room. What happens? Presumably the bird is able to see
fainter and fainter patches of light as the process of adaptation takes place, but how can
we follow this process? One way would be to set up a discrimination apparatus in
which choices would be made at specific intervals after the beginning of dark
adaptation. The test patches of light could be varied over a wide range, and the
percentages of correct choices at each value would enable us eventually to locate the
threshold fairly accurately. But hundreds of observations would be needed to establish
only a few points on the curve and to prove that these show an actual change in
sensitivity. In the experiment by Blough already mentioned, the pigeon holds a spot of
light close to the threshold throughout the experimental period. A single curve, such as
the one sketched in Figure 15, yields as much information as hundreds of readings,
together with the means and standard deviations derived from them. The information is
more accurate because it applies to a single organism in a single experimental session.
Yet many psychologists who would accept the first as a finished experiment because of
the tables of means and standard deviations would boggle at the second or call it a
preliminary study. The direct evidence of one’s senses in observing a process of
behavior is not trusted.
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As another example, consider the behavior of several types of obese mice. Do they
all suffer from a single abnormality in their eating behavior or are there differences?
One might attempt to answer this with some such measure of hunger as an obstruction
apparatus. The numbers of crossings of a grid to get to food, counted after different
periods of free access to food, would be the data. Large numbers of readings would be
needed, and the resulting mean values would possibly not describe the behavior of any
one mouse in any experimental period. A much better picture may be obtained with one

mouse of each kind in single experimental sessions, as Anliker has shown.® In an
experiment reported roughly in Figure 16, each mouse was reinforced with a small
piece of food after completing a short “ratio” of responses. The hypothalamic-obese
mouse shows an exaggerated but otherwise normal ingestion curve. The hereditary-
obese mouse eats slowly but for an indefinite length of time and with little change in
rate. The gold-poisoned obese mouse shows a sharp oscillation between periods of very
rapid responding and no responding at all. These three individual curves contain more
information than could probably ever be generated with measures requiring statistical
treatment, yet they will be viewed with suspicion by many psychologists because they
are single cases.
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It is perhaps natural that psychologists should awaken only slowly to the possibility
that behavioral processes may be directly observed, or that they should only gradually
put the older statistical and theoretical techniques in their proper prospective. But it is
time to insist that science does not progress by carefully designed steps called
“experiments” each of which has a well-defined beginning and end. Science is a
continuous and often a disorderly and accidental process. We shall not do the young
psychologist any favor if we agree to reconstruct our practices to fit the pattern
demanded by current scientific methodology. What the statistician means by the design
of experiments is design which yields the kind of data to which his techniques are
applicable. He does not mean the behavior of the scientist in his laboratory devising
research for his own immediate and possibly inscrutable purposes.

The organism whose behavior is most extensively modified and most completely
controlled in research of the sort I have described is the experimenter himself. The
point was well made by a cartoonist in the Columbia Jester (Figure 17). The caption
read: “Boy, have I got this guy conditioned! Every time I press the bar down he drops
in a piece of food.” The subjects we study reinforce us much more effectively than we
reinforce them. I have been telling you simply how I have been conditioned to behave.
And of course it is a mistake to argue too much from one case history. My behavior
would not have been shaped as it was were it not for personal characteristics which all
psychologists fortunately do not share. Freud has had something to say about the
motivation of scientists and has given us some insight into the type of person who
achieves the fullest satisfaction from precise experimental design and the intricacies of
deductive systems. Such a person tends to be more concerned with his success as a
scientist than with his subject matter, as is shown by the fact that he often assumes the
role of a roving ambassador. If this seems unfair, let me hasten to characterize my own
motivation in equally unflattering terms. Several years ago I spent a pleasant summer
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writing a novel called Walden Two. One of the characters, Frazier, said many things
which I was not yet ready to say myself. Among them was this:

FIG. 17

I have only one important characteristic, Burris: I’m stubborn. I’ve had only one idea
in my life—a true idée fixe... to put it as bluntly as possible, the idea of having my own
way. “Control” expresses it, | think. The control of human behavior, Burris. In my
early experimental days it was a frenzied, selfish desire to dominate. I remember the
rage I used to feel when a prediction went awry. I could have shouted at the subjects of
my experiments, “Behave, damn you, behave as you ought!” Eventually I realized that
the subjects were always right. They always behaved as they ought. It was I who was
wrong. | had made a bad prediction.

(In fairness to Frazier and the rest of myself, I want to add his next remark: “And what
a strange discovery for a would-be tyrant, that the only effective technique of control is
unselfish.” Frazier means, of course, positive reinforcement.)

We have no more reason to say that all psychologists should behave as I have
behaved than that they should all behave like R. A. Fisher. The scientist, like any
organism, is the product of a unique history. The practices which he finds most
appropriate will depend in part upon this history. Fortunately, personal idiosyncrasies
usually leave a negligible mark on science as public property. They are important only
when we are concerned with the encouragement of scientists and the prosecution of
research. When we have at last an adequate empirical account of the behavior of Man
Thinking, we shall understand all this. Until then, it may be best not to try to fit all
scientists into any single mold.
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The Experimental Analysis of Behavior

A Sigma Xi National Lecture, given in November and December of 1956 before
thirty-one chapters of the Society of the Sigma Xi or the Research Engineers Society of
America, the following paper was written primarily for the non-psychological scientist.
It was published in the American Scientist (1957, 45, 343-371) and is reprinted with
permission.

Not so long ago the expression “a science of behavior” would have been regarded as a
contradiction in terms. Living organisms were distinguished by the fact that they were
spontaneous and unpredictable. If you saw something move without being obviously
pushed or pulled, you could be pretty sure it was alive. This was so much the case that
mechanical imitations of living things—singing birds which flapped their wings,
figures on a clock tolling a bell—had an awful fascination which, in the age of
electronic brains and automation, we cannot recapture or fully understand. One
hundred and fifty years of science and invention have robbed living creatures of this
high distinction.

Science has not done this by creating truly spontaneous or capricious systems. It has
simply discovered and used subtle forces which, acting upon a mechanism, give it the
direction and apparent spontaneity which make it seem alive. Similar forces were
meanwhile being discovered in the case of the living organism itself. By the middle of
the seventeenth century it was known that muscle, excised from a living organism and
out of reach of any “will,” would contract if pinched or pricked or otherwise
stimulated, and during the nineteenth century larger segments of the organism were
submitted to a similar analysis. The discovery of the reflex, apart from its neurological
implications, was essentially the discovery of stimuli—of forces acting upon an
organism which accounted for part of its behavior.

For a long time the analysis of behavior took the form of the discovery and
collection of reflex mechanisms. Early in the present century, the Dutch physiologist

Rudolph Magnus,1 after an exhaustive study of the reflexes involved in the
maintenance of posture, put the matter this way: when a cat hears a mouse, turns
toward the source of the sound, sees the mouse, runs toward it, and pounces, its posture
at every stage, even to the selection of the foot which is to take the first step, is
determined by reflexes which can be demonstrated one by one under experimental
conditions. All the cat has to do is to decide whether or not to pursue the mouse;
everything else is prepared for it by its postural and locomotor reflexes.

To pursue or not to pursue is a question, however, which has never been fully
answered on the model of the reflex, even with the help of Pavlov’s principle of
conditioning. Reflexes—conditioned or otherwise—are primarily concerned with the
internal economy of the organism and with maintaining various sorts of equilibrium.
The behavior through which the individual deals with the surrounding environment and
gets from it the things it needs for its existence and for the propagation of the species
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cannot be forced into the simple all-or-nothing formula of stimulus and response. Some
well-defined patterns of behavior, especially in birds, fish, and invertebrates are

controlled by “releasers” which suggest reflex stimuli,2 but even here the probability of
occurrence of such behavior varies over a much wider range, and the conditions of
which that probability is a function are much more complex and subtle. And when we
come to that vast repertoire of “operant” behavior which is shaped up by the
environment in the lifetime of the individual, the reflex pattern will not suffice at all.

In studying such behavior we must make certain preliminary decisions. We begin by
choosing an organism—one which we hope will be representative but which is first
merely convenient. We must also choose a bit of behavior—not for any intrinsic or
dramatic interest it may have, but because it is easily observed, affects the environment
in such a way that it can be easily recorded, and for reasons to be noted subsequently
may be repeated many times without fatigue. Thirdly, we must select or construct an
experimental space which can be well controlled.

These requirements are satisfied by the situation shown in Figure 1. A partially
sound-shielded aluminum box is divided into two compartments. In the near
compartment a pigeon, standing on a screen floor, is seen in the act of pecking a
translucent plastic plate behind a circular opening in the partition. The plate is part of a
delicate electric key; when it is pecked, a circuit is closed to operate recording and
controlling equipment. Colored lights can be projected on the back of the plate as
stimuli. The box is ventilated, and illuminated by a dim ceiling light.

We are interested in the probability that in such a controlled space the organism we
select will engage in the behavior we thus record. At first blush, such an interest may
seem trivial. We shall see, however, that the conditions which alter the probability, and
the processes which unfold as that probability changes, are quite complex. Moreover,
they have an immediate, important bearing on the behavior of other organisms under
other circumstances, including the organism called man in the everyday world of
human affairs.
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FIG. 1. An experimental space showing a pigeon in the act of pecking a plastic key.

Probability of responding is a difficult datum. We may avoid controversial issues by
turning at once to a practical measure, the firequency with which a response is emitted.
The experimental situation shown in Figure 1 was designed to permit this frequency to
vary over a wide range. In the experiments to be described here, stable rates are
recorded which differ by a factor of about 600. In other experiments, rates have
differed by as much as 2000:1. Rate of responding is most conveniently recorded in a
cumulative curve. A pen moves across a paper tape, stepping a short uniform distance
with each response. Appropriate paper speeds and unit steps are chosen so that the rates
to be studied give convenient slopes.

Operant Conditioning
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Among the conditions which alter rate of responding are some of the consequences
of behavior. Operant behavior usually affects the environment and generates stimuli
which “feed back” to the organism. Some feedback may have the effects identified by
the layman as reward and punishment. Any consequence of behavior which is
rewarding or, more technically, reinforcing increases the probability of further
responding. Unfortunately, a consequence which is punishing has a much more

complex result. Pecking the key in our experimental space has certain natural
consequences. It stimulates the bird tactually and aurally, and such stimulation may be
slightly reinforcing. We study the effect more expediently, however, by arranging an
arbitrary consequence which is clearly reinforcing. Food is reinforcing to a hungry
pigeon (for our present purposes we need not inquire why this is so), and we therefore
arrange to present food with a special magazine. When a solenoid is energized, a tray
containing a mixture of grains is brought into position in the square opening below the
key in Figure 1, where the pigeon has access to the grain for, say, four seconds.

We can demonstrate the effect of operant reinforcement simply by connecting the
key which the pigeon pecks to the solenoid which operates the food tray. A single
presentation of food, following immediately upon a response, increases the rate with
which responses to the key are subsequently emitted so long as the pigeon remains
hungry. By reinforcing several responses, we may create a high probability of
responding. If the magazine is now disconnected, the rate declines to, and may even go
below, its original level. These changes are the processes of operant conditioning and
extinction, respectively. More interesting phenomena are generated when responses are
merely intermittently reinforced. It is characteristic of everyday life that few of the
things we do always “pay off.” The dynamic characteristics of our behavior depend
upon the actual schedules of reinforcement.

The effects of intermittent reinforcement have been extensively studied in the

laboratory.4 A common sort of intermittency is based on time. Reinforced responses
can be spaced, say, ten minutes apart. When one reinforcement is received, a timer is
started which opens the reinforcing circuit for ten minutes; the first response after the
circuit is closed is reinforced. When an organism is exposed to this schedule of
reinforcement for many hours, it develops a characteristic performance which is related
in a rather complex way to the schedule. A short sample of such a performance is
shown in Figure 2, obtained with a cumulative recorder. The scales and a few
representative speeds are shown in the lower right-hand corner. The experimental
session begins at a. The first reinforcement will not occur until ten minutes later, and
the bird begins at a very low rate of responding. As the 10-minute interval passes, the
rate increases, accelerating fairly smoothly to a terminal rate at reinforcement at b. The
rate then drops to zero. Except for a slight abortive start at c, it again accelerates to a
high terminal value by the end of the second 10-minute interval. A third fairly smooth
acceleration is shown at d. (At e the pen instantly resets to the starting position on the
paper.) The over-all pattern of performance on a “fixed-interval” schedule is a fairly
smoothly accelerating scallop in each interval, the acceleration being more rapid the
longer the initial pause. Local effects due to separate reinforcements are evident,
however, which cannot be discussed here for lack of space.
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FIG. 2. Characteristic performance by pigeon under fixed-interval reinforcement.

If the intervals between reinforcements are not fixed, the performance shown in
Figure 2 cannot develop. If the length of interval is varied essentially at random,
responding occurs at a single rate represented by a constant slope in the cumulative
record. Two examples are shown in Figure 3. In the upper curve, a hungry pigeon is
reinforced with grain on a variable-interval schedule, where the mean interval between
reinforcements is 3 minutes. Reinforcements occur where marked by pips. In the lower
curve a hungry chimpanzee, operating a toggle switch, is reinforced on the same
schedule with laboratory food. The over-all rate under variable-interval reinforcement
is a function of the mean interval, the level of food-deprivation, and many other
variables. It tends to increase slowly under prolonged exposure to any one set of
conditions. The constant rate itself eventually becomes an important condition of the
experiment and resists any change to other values. For this reason the straight lines of
Figure 3 are not as suitable for baselines as might be supposed.
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FIG. 3. Performance under variable-interval reinforcement for a pigeon (upper curve) and a
chimpanzee (lower curve).

Reinforcements may be scheduled with a counter instead of a timer. For example,
we may maintain a fixed ratio between responses and reinforcements. In industry this
schedule is referred to as piecework or piece-rate pay. Anyone who has seen workers
paid on such a schedule is familiar with some features of the performance generated: a
high rate is sustained for long periods of time. For this reason, the schedule is attractive
to employers, but it is generally recognized that the level of activity generated is
potentially dangerous and justified only in seasonal or other periodic employment.

Performances of a pigeon under fixed-ratio reinforcement are shown in Figure 4. In
the left-hand record reinforcements occur every 210 responses (at a, b, ¢, and
elsewhere). The over-all rate is high. Most of the pauses occur immediately after
reinforcement. At the right is the performance generated when the pigeon pecks the key
900 times for each reinforcement. This unusually high ratio was reached in some
experiments in the Harvard Psychological Laboratories by W. H. Morse and R. J.
Herrnstein. A short pause after reinforcement is the rule.
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FIG. 4. Typical performance by a pigeon under fixed-ratio reinforcement. At the left every 210th
response is reinforced; at the right every 900th response.

A variable-ratio schedule programmed by a counter corresponds to the variable-
interval schedule programmed by a timer. Reinforcement is contingent on a given
average number of responses but the numbers are allowed to vary roughly at random.
We are all familiar with this schedule because it is the heart of all gambling devices
and systems. The confirmed or pathological gambler exemplifies the result: a very high
rate of activity is generated by a relatively slight net reinforcement. Where the “cost” of
a response can be estimated (in terms, say, of the food required to supply the energy
needed, or of the money required to play the gambling device), it may be demonstrated
that organisms will operate at a net loss.

When the food magazine is disconnected after intermittent reinforcement, many
responses continue to occur in greater number and for a longer time than after
continuous reinforcement. After certain schedules, the rate may decline in a smoothly
accelerated extinction curve. After other schedules, when the rate itself enters
prominently into the experimental conditions, it may oscillate widely. The potential
responding built up by reinforcement may last a long time. We have obtained

extinction curves six years after prolonged reinforcement on a variable-ratio schedule.”
Ratio schedules characteristically produce large numbers of responses in extinction.
After prolonged exposure to a ratio of 900:1 (Figure 4) the bird was put in the
apparatus with the magazine disconnected. During the first 44 hours it emitted 73,000
responses.

Interval and ratio schedules have different effects for several reasons. When a
reinforcement is scheduled by a timer, the probability of reinforcement increases
during any pause, and the first responses after pauses are especially likely to be
reinforced. On ratio schedules responses which are part of short runs are likely to be
reinforced. Moreover, when a given schedule of reinforcement has had a first effect, the
performance which develops becomes itself an important part of the experimental
situation. This performance, in combination with the schedule, arranges certain
probable conditions at the moment of reinforcement. Sometimes a schedule produces a
performance which maintains just those conditions which perpetuate the performance.
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Some schedules generate a progressive change. Under still other schedules the
combination of schedule and performance yields conditions at reinforcement which
generate a different performance, which in turn produces conditions at reinforcement
which restore the earlier performance.

In Schedules of Reinforcement Charles B. Ferster and I checked this explanation of
the effect of schedules by controlling conditions more precisely at the moment of
reinforcement. For example, we guaranteed that all reinforced responses would be
preceded by pauses instead of making this condition merely probable under an interval
schedule. In a variable-interval performance, such as that shown in Figure 3, it is not
difficult to find responses which are preceded by, say, 3-second pauses. We can arrange
that only such responses will be reinforced without greatly disturbing the schedule.
When this is done, the slope of the record immediately drops. On the other hand, we
may choose to reinforce responses which occur during short rapid bursts of responding,
and we then note an immediate increase in rate.

If we insist upon a very long pause, we may be able to reinforce every response
satisfying these conditions and still maintain a very low rate. The differential
reinforcement of low rates was first studied by Douglas Anger in the Harvard
Laboratories. Wilson and Keller at Columbia have reported an independent

investigation.6 Recently W. H. Morse and I have studied the effect of relatively long
enforced pauses. Figure 5 shows the performance obtained in one such experiment.
Any response which followed a pause at least 3 minutes in duration was reinforced.
Whenever a response was made before 3 minutes had elapsed, the timer was reset and
another 3-minute pause required. Under these conditions a very low stable rate of
responding obtains. The figure shows a continuous performance (cut into segments for
easier reproduction) in a single experimental session of 143 hours, during which time
the pigeon received approximately 250 reinforcements. At no time did it pause for
more than 15 minutes, and it seldom paused for more than 5 minutes.

FIG. 5. Very slow sustained responding when only responses preceded by a 3-minute pause are
reinforced.

The situation under this schedule is inherently unstable. Rate of responding increases
with the severity of food deprivation and decreases as the bird becomes satiated. Let us
assume that at some time during the experiment—say, at @ in Figure 5—reinforcements
are occurring too infrequently to maintain the bird’s weight. The bird is operating, so to
speak, at a loss. The increasing deprivation then increases the rate of responding and
makes it even less likely that the pigeon will wait 3 minutes in order to respond
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successfully for reinforcement. Nothing but starvation lies ahead in that direction. If, on
the other hand, the bird is receiving slightly more reinforcements than necessary to
maintain body weight, the level of deprivation will be decreased. This will produce a
lower rate of responding, which in turn means that the 3-minute pause is more
frequently satisfied and reinforcements still more frequently received. In such a case
the result is a fully satiated bird, and the experiment must be brought to a close. This
actually happened at b in Figure 5, where reinforcements had become so frequent that
the bird was rapidly gaining weight. This inherent instability can be corrected by
changing the required pause in terms of the organism’s performance. If the over-all rate
of reinforcement begins to drift in either direction, the required pause may be
appropriately changed. Thus the experiment in Figure 5 could have been continued if at
point ¢, say, the required interval had been increased to 4 minutes. By an appropriate
adjustment of the interval, we have been able to keep a pigeon responding continuously
for 1500 hours—that is, 24 hours a day, 7 days a week, for approximately 2 months.

Wendell Levi’ has advanced the thesis that pigeons never sleep (roosting is merely a
precautionary device against blind flying), and the statement seems to be confirmed by
experiments of the present sort.

By differentially reinforcing high rates of responding, pigeons have been made to
respond as rapidly as 10 to 15 responses per second. Here technical problems become
crucial. It is not difficult to construct a key which will follow rapid responding, but the
topography of the behavior itself changes. The excursions of head and beak become
very small, and it is doubtful whether any single “response” can be properly compared
with a response at a lower rate.

In our study of different kinds of schedules of reinforcement, Ferster and I found that
it was possible to set up several performances in a single pigeon by bringing each one
of them under stimulus control. Several different colored lights were projected on the
translucent key, and responses were reinforced on several corresponding schedules.
Figure 6 shows a typical performance under such a multiple schedule of reinforcement.
When the key was red, the pigeon was reinforced on a 6-minute fixed-interval
schedule. The usual interval scallops are seen, as at a and b. When the key was green,
the pigeon was reinforced upon completing 60 responses (a fixed ratio of 60:1). The
usual high ratio rate is shown as at ¢ and d. When the key was yellow, reinforcements
followed a variable-interval schedule where a pause of 6 seconds was required. The
resulting low steady performance is shown at ¢, f, and elsewhere. In one experiment we
were able to show nine different performances under the control of nine different
patterns on the key. (The performance shown in Figure 5 is actually one part of a
multiple schedule. Once per hour during the 154-hour session the key color changed to
one of two other colors. In one case a single ratio was run off, in the other a single
interval. All reinforcements are indicated in Figure 5. The number of reinforcements
obtained under the differential reinforcement of a low rate was therefore much smaller
than Figure 5 indicates. The additional schedules were inserted in an effort to detect
increasing “mental fatigue” during such a long sustained session.)
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FIG. 6. Performance under a multiple schedule of reinforcement.

The experiment may be complicated still further by introducing more than one key
and by reinforcing on two or more schedules concurrently. An example of the resulting
performances is shown in Figure 7, from some research by Ferster, at the Yerkes
Laboratories for Primate Biology at Orange Park, Florida. In Ferster’s experiment, a
chimpanzee operates two toggle switches, one with each hand. Responses with the
right hand are reinforced on a fixed ratio of approximately 210:1, and the performance
recorded from the right toggle switch is shown in the upper part of Figure 7. As usual
in many ratio performances, pauses occur after reinforcements. Responses with the left
hand are at the same time being reinforced on a variable-interval schedule with a mean
interval of 5 minutes, and the performance is shown in the lower part of the figure.
There is some interaction between the performances, for reinforcements in the variable-
interval record usually correspond to slight pauses in the ratio performance. In general,
however, the experiment shows a remarkable independence of two response systems in
a single organism.
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FIG. 7. Simultaneous records of the performances by a chimpanzee reinforced for operating a
toggle switch with its right hand on a fixed-ratio schedule and for operating another switch with
its left hand on a variable-interval schedule (lower curve).

Stimulus Control

In speaking about colors projected on the key or the fact that a key is on the right or
left, we are, of course, talking about stimuli. Moreover, they are stimuli which act prior
to the appearance of a response and thus occur in the temporal order characteristic of
the reflex. But they are not eliciting stimuli; they merely modify the probability that a
response will occur, and they do this over a very wide range. The general rule seems to
be that the stimuli present at the moment of reinforcement produce a maximal
probability that the response will be repeated. Any change in the stimulating situation
reduces the probability. This relationship is beautifully illustrated in some experiments

by Norman Guttman® and his colleagues at Duke University on the so-called stimulus
generalization gradient. Guttman makes use of the fact that, after a brief exposure to a
variable-interval schedule, a large number of responses will be emitted by the organism
without further reinforcement (the usual extinction curve) and that, while these are
being emitted, it is possible to manipulate the stimuli present and to determine their
relative control over the response without confusing the issue by further reinforcement.
In a typical experiment, for example, a monochromatic light with a wave length of 550
millimicrons was projected on the key during variable-interval reinforcement. During
extinction, monochromatic lights from other parts of the visible spectrum were
projected on the key for short periods of time, each wave length appearing many times
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and each being present for the same total time. Simply by counting the number of
responses made in the presence of each wave length, Guttman and his colleagues have
obtained stimulus generalization gradients similar to those shown in Figure 8. The two
curves represent separate experiments. Each is an average of measurements made on
six pigeons. It will be seen that during extinction responding was most rapid at the
original wave length of 550 millimicrons. A color differing by only 10 millimicrons
controls a considerably lower rate of responding. The curves are not symmetrical.
Colors toward the red end of the spectrum control higher rates than those equally
distant on the violet end. With this technique Guttman and his colleagues have studied
gradients resulting from reinforcement at two points in the spectrum, gradients
surviving after a discrimination has been set up by reinforcing one wave length and
extinguishing another, and so on.
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FIG. 8. Stimulus generalization gradients given by pigeons reinforced under a monochromatic
light of 550 millimicrons and then extinguished under the other wave lengths shown (Guttman).
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The control of behavior achieved with methods based upon rate of responding has
given rise to a new psychophysics of lower organisms. It appears to be possible to learn
as much about the sensory processes of the pigeon as from the older introspective
methods with human subjects. An important new technique of this sort is due to D. S.

Blough.9 His ingenious procedure utilizes the apparatus shown in Figure 9. A pigeon,
behaving most of the time in total darkness, thrusts its head through an opening in a
partition at @, which provides useful tactual orientation. Through the small opening b,
the pigeon can sometimes see a faint patch of light indicated by the word Stimulus.
(How this appears to the pigeon is shown at the right.) The pigeon can reach and peck
two keys just below the opening b, and it is sometimes reinforced by a food magazine
which rises within reach at ¢. Through suitable reinforcing contingencies Blough
conditions the pigeon to peck Key B whenever it can see the light and Key A whenever
it cannot. The pigeon is occasionally reinforced for pecking Key A by the presentation
of food (in darkness). Blough guarantees that the pigeon cannot see the spot of light at
the time this response is made because no light at all is then on the key. By a well-
established principle of “chaining,” the pigeon is reinforced for pecking Key B by the
disappearance of the spot of light. This suffices to keep responses to both keys in
strength.

A further fact about the apparatus is that Key B automatically reduces the intensity
of the spot of light, while Key A increases it. Suppose, now, that a pigeon is placed in a
brightly lighted space for a given interval of time and then put immediately into the
apparatus. The spot of light is at an intensity in the neighborhood of the bright-adapted
threshold. If the pigeon can see the spot, it pecks Key B until it disappears. If it cannot
see the spot, it pecks Key A until it appears. In each case it then shifts to the other key.
During an experimental session of one hour or more, it holds the spot of light very
close to its threshold value, occasionally being reinforced with food. The intensity of
the light is recorded automatically. The result is the “dark-adaptation curve” for the
pigeon’s eye. Typical curves show a break as the dark-adaptation process shifts from
the cone elements in the retina to the rods.
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FIG. 9. Blough’s apparatus for the study of dark-adaptation and spectral sensitivity in the pigeon.

By repeating the experiment with a series of monochromatic lights, Blough has been
able to construct spectral sensitivity curves for the pigeon which are as precise as those
obtained with the best human observers. An example is shown in Figure 10, where data

for the pigeon are compared with data for an aphakic human'®—one who has had a

crystalline lens removed for medical reasons. Such a person sees violet light more
sensitively than normal subjects because the light is not absorbed by the lens. Even
with this advantage the human observer is no more sensitive to light at the violet end of
the spectrum than the pigeon. The discontinuities in the photopic curves (the lower set
of open circles) of the pigeon appear to be real. The surprising correspondence in the
scotopic curves (after dark adaptation, and presumably mediated by the rods) is
remarkable when we recall that the avian and mammalian eye parted company in the
evolutionary scale of things many millions of years ago.
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FIG. 10. Spectral sensitivity curves for scotopic (upper curves) and photopic (lower curves) vision
in the pigeon and aphakic human.
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Avoidance

So far our data have been taken from the pleasanter side of life—from behavior which
produces positive consequences. There are important consequences of another sort.
Much of what we do during the day is done not because of the positive reinforcements
we receive but because of aversive consequences we avoid. The whole field of escape,
avoidance, and punishment is an extensive one, but order is slowly being brought into

it. An important contribution has been the research of Murray Sidman'! on avoidance
behavior. In the Sidman technique, a rat is placed in a box the floor of which is an
electric grid through which the rat can be shocked. The pattern of polarity of the bars of
the grid is changed several times per second so that the rat cannot find bars of the same
sign to avoid the shock. In a typical experiment a shock occurs every 20 seconds unless
the rat presses the lever, but such a response postpones the shock for a full 20 seconds.
These circumstances induce a rat to respond steadily to the lever, the only
reinforcement being the postponement of shock. The rat must occasionally receive a
shock—that is, it must allow 20 seconds to pass without a response—if the behavior is
to remain in strength. By varying the intervals between shocks, the time of
postponement, and various kinds of warning stimuli, Sidman has revealed some of the
important properties of this all-too-common form of behavior.

A sample of behavior which W. H. Morse and the writer obtained with the Sidman
procedure is shown in Figure 11. Here both the interval between shocks and the
postponement time were 8 seconds. (White space has been cut out of the record and the
separate segments brought together to facilitate reproduction.) The records report a 7-
hour experimental session during which about 14,000 responses were emitted.
Occasional shocks are indicated by the downward movements of the pen (not to be
confused with the fragments of the reset line). A significant feature of the performance
is the warm-up at a. When first put into the apparatus the rat “takes” a number of
shocks before entering upon the typical avoidance pattern. This occurs whenever a new
session is begun. It may indicate that an emotional condition is required for successful
avoidance behavior. The condition disappears between sessions and must be reinstated.
The figure shows considerable variation in over-all rate and many local irregularities.
At times small groups of shocks are taken, suggesting a return to the warm-up
condition.
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FIG. 11. Seven-hour performance of a rat which avoids a shock by pressing a lever under the
Sidman procedure.

Motivation

The consequences of behavior, whether positive or negative, and the control acquired
by various stimuli related to them do not exhaust the variables of which behavior is a
function. Others lie in the field commonly called motivation. Food is a reinforcement
only to a hungry organism. In practice this means an organism whose weight has been
reduced substantially below its value under free feeding. Reinforcing stimuli are found
in other motivational areas. Responding to a key can be reinforced with water when the
organism is deprived of water, with sexual contact when the organism has been
sexually deprived, and so on. The level of deprivation is in each case an important
condition to be investigated. How does food deprivation increase the rate of eating or
of engaging in behavior reinforced with food? How does satiation have the opposite
effect? The first step toward answering such questions is an empirical study of rate of
responding as a function of deprivation. An analysis of the internal mechanisms
responsible for the relations thus discovered may require techniques more appropriately
employed in other scientific disciplines.

An example of how the present method may be applied to a problem in motivation is

an experiment by Anliker and Mayer]2 on the familiar and important problem of
obesity. Obese animals eat more than normal, but just how is their ingestive behavior
disrupted? Anliker and Mayer have studied several types of normal and obese mice.
There are strains of mice in which the abnormality is hereditary: some members of a
litter simply grow fat. A normal mouse may be made obese by poisoning it with
goldthioglucose or by damaging the hypothalamus. The food-getting behavior of all
these types of obese mice can be observed in the apparatus shown in Figure 12. A fat
mouse is shown depressing a horizontal lever which projects from the partition in the
box. On a fixed-ratio schedule every 25th response produces a small pellet of food,
delivered by the dispenser seen behind the partition. A supply of water is available in a
bottle.

Each mouse was studied continuously for several days. The resulting cumulative
curves (Figure 13) show striking differences among the patterns of ingestion. Curve C
shows normal cyclic changes in rate. The non-obese mouse eats a substantial part of its
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daily ration in a single period (as at a and b) and for the rest of each day responds only
at a low over-all rate. The result is a wave-like cumulative curve with 24-hour cycles.
A mouse of the same strain made obese by goldthioglucose poisoning does not show
this daily rhythm but continues to respond at a fairly steady rate (Curve A). The slope
is no higher than parts of Curve C, but the mechanism which turns off ingestive
behavior in a normal mouse appears to be inoperative. Curve B is a fairly similar
record produced by a mouse of the same strain made obese by a hypothalamic lesion.
Curves D and E are for litter mates from a strain containing an hereditary-obese factor.
E is the performance of the normal member. Curve D, showing the performance of the
obese member, differs markedly from Curves A and B. The hereditary obese mouse
eats at a very high rate for brief periods, which are separated by pauses of the order of

one or two hours. A different kind of disturbance in the physiological mechanism
seems to be indicated.

FIG. 12. Obese mouse pressing a lever for food.
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FIG. 13. Ingestive patterns for several types of normal and obese mice (Anliker and Mayer).

Williams and Teitelbaum'> have recently produced a fourth kind of obese animal,
with an apparatus in which a rat must eat a small amount of liquid food to avoid a
shock. The avoidance contingencies specified by Sidman and illustrated in Figure 11
are used to induce the rat to ingest unusually large amounts of even unpalatable food. A
condition which may be called “behavioral obesity” quickly develops.

The Effects of Drugs on Behavior

Other powerful variables which affect operant behavior are found in the field of
pharmacology. Some drugs which affect behavior—alcohol, caffeine, nicotine, and so
on—were discovered by accident and have had a long history. Others have been
produced explicitly to yield such effects. The field is an active one (partly because of
the importance of pharmacotherapy in mental illness), and available compounds are
multiplying rapidly. Most of the behavioral drugs now available have effects which
would be classified in the fields of motivation and emotion. There is no reason,
however, why the effects of various contingencies of reinforcement could not be
simulated by direct chemical action—why “intelligence” could not be facilitated or
confusion or mental fatigue reduced. In any case, the behavior generated by various
contingencies of reinforcement (including the control of that behavior via stimuli) are
the baselines against which motivational and emotional effects are felt. The present
technique for the study of operant behavior offers a quantitative, continuous record of
the behavior of an individual organism, which is already being widely used—in
industry as well as the research laboratory—in screening psychopharmacological

compounds and investigating the nature of pharmacological effects.

An example is some research by Peter B. Dews,14 of the Department of

Pharmacology of the Harvard Medical School. Dews has studied the effect of certain
sedatives on the pigeon’s performance under a multiple fixed-interval fixed-ratio
schedule. A standard baseline obtained in a short daily experimental session is shown
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in the upper half of Figure 14. The pigeon is reinforced on a fixed-interval schedule
when the key is red and on a fixed-ratio schedule when the key is green, the two
schedules being presented in the order: one interval, one ratio, two intervals, ten ratios,
two intervals, four ratios. In addition to the usual characteristics of the multiple
performance, this brief program shows local effects which add to its usefulness as a
baseline. For example, the period of slow responding after reinforcement is greater
when the preceding reinforcement has been on a ratio schedule—that is, the scallops at
a and b are shallower than those at ¢ and d. The effect of moderate doses of
barbiturates, bromides, and other sedatives under a multiple fixed-interval fixed-ratio
schedule is to destroy the interval performance while leaving the ratio performance
essentially untouched. The lower half of Figure 14 was recorded on the day following
the upper half. Three milligrams of chlorpromazine had been injected 2.5 hours prior to
the experiment. The tranquilizing effect of chlorpromazine develops only with repeated
doses; what is shown here is the immediate effect of a dose of this magnitude, which is
similar to that of a sedative. It will be seen that the ratios survive (at e, f, and g) but that
the interval performances are greatly disturbed. There is responding where none is
expected, as at i, but not enough where a rapid rate usually obtains. This fact provides
a useful screening test, but it also throws important light on the actual nature of
sedation. The difference between intervals and ratios may explain some instances in
which sedatives appear to have inconsistent effects on human subjects.

The interval performance is also damaged by chlorpromazine in a different type of
compound schedule. Ferster and I have studied the effect of concurrent schedules in
which two or more controlling circuits set up reinforcements independently. In one
experiment a rat was reinforced with food at fixed intervals of 10 minutes and also by
the avoidance of shock, where a shock occurred every 20 seconds unless postponed for
20 seconds by a response to a lever. The normal result of this concurrent schedule is
shown in the upper part of Figure 15. When the rat is “working for food and to avoid a
shock,” its performance suggests the usual interval scallop tilted upward so that instead
of pausing after reinforcement, the rat responds at a rate sufficient to avoid most
shocks. A one-milligram dose of chlorpromazine immediately before the experiment
has the effect shown in the lower part of the figure. The interval performance is
eliminated, leaving the slow steady responding characteristic of avoidance
conditioning.
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FIG. 14. Performance of a pigeon on a multiple fixed-interval fixed-ratio schedule in a control
(upper curve) and after an injection of chlorpromazine (lower curve).

Drugs which alter emotional conditions may be studied by examining the effect of
the emotional variable upon operant behavior. An example is the condition usually
called “anxiety.” Many years ago Estes and I (see page 558) showed that the normal
performance under fixed-interval reinforcement was suppressed by a stimulus which
characteristically preceded a shock. In our experiment, a rat was reinforced on a fixed-
interval schedule until a stable baseline developed. A stimulus was then introduced for
3 minutes and followed by a shock to the feet of the rat. In later presentations the
stimulus began to depress the rate of responding—an effect comparable to the way in
which “anxiety” interferes with the daily behavior of a man. Hunt and Brady15 have
shown that some of the “treatments” for human anxiety (for example, electro-
convulsive shock) temporarily eliminate the conditioned suppression in such
experiments.
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FIG. 15. Performance of a rat on a concurrent fixed-interval and avoidance schedule in a control
session (upper curve) and after being injected with chlorpromazine (lower curve).

Brady]6 has recently applied this technique to the study of tranquilizing drugs. In his
experiment, a rat is reinforced on a variable-interval schedule until responding
stabilizes at a constant intermediate rate. Stimuli are then presented every 10 minutes.
Each stimulus lasts for 3 minutes and is followed by a shock. Conditioned suppression
soon appears. In Figure 16 each simple arrow shows the onset of the stimulus. In order
to isolate the performance in the presence of the stimulus, the record is displaced
downward. In the saline control, shortly after the onset of the stimulus, the rate falls to
zero, as shown by the horizontal portions of the displaced segments. As soon as the
shock is received (at the broken arrows, where the pen returns to its normal position),
responding begins almost immediately at the normal rate. The baseline between stimuli
is not smooth because a certain amount of chronic anxiety develops under these
circumstances. A suitable dose of a stimulant such as amphetamine has the effect of
increasing the over-all rate, as seen in the middle part of Figure 16. The suppressing
stimulus is, if anything, more effective. A course of treatment with reserpine, another
tranquilizer, has the effect of slightly depressing the over-all rate but restoring
responding during the formerly suppressing stimulus. Thus, in the lower part of Figure
16, the slopes of the displaced segments of the record are of the same order as the over-
all record itself. The reserpine has eliminated an effect which, from a similarity of
inciting causes, we may perhaps call anxiety.
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FIG. 16. Effect of a stimulant and a tranquilizer on conditioned suppression in the rat (Brady).

Another field in which important variables affecting behavior are studied is
neurology. Performances under various schedules of reinforcement supply baselines
which are as useful here as in the field of psychopharmacology. The classical pattern of
research is to establish a performance containing features of interest, then to remove or
damage part of the nervous system, and later to have another look at the behavior. The

damaged performance shows the effect of the lesion and helps in inferring the
contribution of the area to normal behavior.
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FIG. 17. Performance of a rat pressing a level to shock itself in the anterior hypothalamus (Olds).

The procedure is, of course, negative. Another possibility is that neurological
conditions may be arranged which will have a positive effect. A step in this direction

has been taken by James Olds'”7 with his discovery that weak electrical stimulation of
certain parts of the brain, through permanently implanted electrodes, has an effect
similar to that of positive reinforcement. In one of Olds’ experiments, a rat presses a
lever to give itself mild electrical stimulation in the anterior hypothalamus. When every
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response is so “reinforced,” behavior is sustained in strength for long periods of time.
One of Olds’ results is shown in Figure 17. The electrical “reinforcement” was begun
shortly after noon. The rat responded at approximately 2000 responses per hour
throughout the day and night until the following noon. There are only three or four
brief pauses during this period. When the experiment was continued the following day,
however, the rat fell asleep and slept for 20 hours. Then it awoke and began again at
approximately the same rate. Although there remain some puzzling differences
between behavior so reinforced and behavior reinforced with food, Olds’ discovery in
an important step toward our understanding of the physiological mechanisms involved
in the operation of the environmental variable. A similar reinforcing effect of brain

stimulation has been found in cats by Sidman, Brady, Boren, and Conrad'® and in
monkeys by Lilly, of the National Institutes of Health, and Brady, in the laboratories of
the Walter Reed Army Institute of Research.

Human Behavior

What about man? Is rate of responding still an orderly and meaningful datum here, or is
human behavior the exception in which spontaneity and and caprice still reign? In
watching experiments of the sort described above, most people feel that they could
“figure out” a schedule of reinforcement and adjust to it more efficiently than the
experimental organism. In saying this, they are probably overlooking the clocks and
calendars, the counters, and the behavior of counting with which man has solved the
problem of intermittency in his environment. But if a pigeon is given a clock or a
counter, it works more efficiently, and without these aids man shows little if any
superiority.

Parallels have already been suggested between human and infra-human behavior in
noting the similarity of fixed-ratio schedules to piece-rate pay and of variable ratios to
the schedules in gambling devices. These are more than mere analogies. Comparable
effects of schedules of reinforcement in man and the other animals are gradually being
established by direct experimentation. An example is some work by James Holland "’
at the Naval Research Laboratories on the behavior of observing. We often forget that
looking at a visual pattern or listening to a sound is itself behavior, because we are
likely to be impressed by the more important behavior which the pattern or sound
controls. But any act which brings an organism into contact with a discriminative
stimulus, or clarifies or intensifies its effect, is reinforced by this result and must be
explained in such terms. Unfortunately mere “attending” (as in reading a book or
listening to a concert) has dimensions which are difficult to study. But behavior with
comparable effects is sometimes accessible, such as turning the eyes toward a page,
tilting a page to bring it into better light, or turning up the volume of a phonograph.
Moreover, under experimental conditions, a specific response can be reinforced by the
production or clarification of a stimulus which controls other behavior. The matter is of
considerable practical importance. How, for example, can a radar operator or other
“lookout” be kept alert? The answer is: by reinforcing his looking behavior.

Holland has studied such reinforcement in the following way. His human subject is
seated in a small room before a dial. The pointer on the dial occasionally deviates from
zero, and the subject’s task is to restore it by pressing a button. The room is dark, and
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the subject can see the dial only by pressing another button which flashes a light for a
fraction of a second. Pressing the second button is, then, an act which presents to the
subject a stimulus which is important because it controls the behavior of restoring the
pointer to zero.

Holland has only to schedule the deviations of the pointer to produce changes in the
rate of flashing the light comparable to the performances of lower organisms under
comparable schedules. In Figure 18, for example, the upper curve shows a pigeon’s
performance on a fairly short fixed-interval. Each interval shows a rather irregular
curvature as the rate passes from a low value after reinforcement to a high, fairly
constant, terminal rate. In the lower part of the figure is one of Holland’s curves
obtained when the pointer deflected from zero every three minutes. After a few hours
of exposure to these conditions, the subject flashed the light (“looked at the pointer”)
only infrequently just after a deflection, but as the interval passed, his rate accelerated,
sometimes smoothly, sometimes abruptly, to a fairly constant terminal rate. (An
interesting feature of this curve is the tendency to “run through” the reinforcement and
to continue at a high rate for a few seconds after reinforcement before dropping to the
low rate from which the terminal rate then emerges. Examples of this are seen at a, b,
and c¢. Examples in the case of the pigeon are also seen at d and e. In our study of
schedules, Ferster and I had investigated this effect in detail long before the human
curves were obtained.)

Other experiments on human subjects have been conducted in the field of psychotic
behavior. In a project at the Behavior Research Laboratories of the Metropolitan State

Hospital, in Waltham, Massachusetts,20 a psychotic subject spends one or more hours
each day in a small room containing a chair and an instrument panel as seen in Figure
19. At the right of the instrument board is a small compartment (@) into which
reinforcers (candy, cigarettes, coins) are dropped by an appropriate magazine. The
board contains a plunger (b), similar to that of a vending machine. The controlling
equipment behind a series of such rooms is shown in Figure 20. Along the wall at left,
as at a, are seen four magazines, which can be loaded with various objects. Also seen
are periscopes (as at b) through which the rooms can be observed through one-way
lenses. At the right are cumulative recorders and behind them panels bearing the
controlling equipment which arranges schedules.
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FIG. 18. Fixed-interval performance by a human subject compared with that of a pigeon.

It has been found that even deteriorated psychotics of long standing can, through
proper reinforcement, be induced to pull a plunger for a variety of reinforcers during
substantial daily experimental sessions and for long periods of time. Schedules of
reinforcement have the expected effects, but the fact that these organisms are sick is
also apparent. In Figure 21, for example, the record at 4 shows a “normal” human
performance on a variable-interval schedule where the subject (a hospital attendant) is

168



reinforced with nickels on an average of once per minute. A straight line, similar to the
records of the pigeon and chimpanzee in Figure 3, is obtained. Records B, C, and D are
the performances of three psychotics on the same schedule working for the same
reinforcers. Behavior is sustained during the session (as it is during many sessions for
long periods of time), but there are marked deviations from straight lines. Periods of
exceptionally rapid responding alternate with pauses or periods at a very low rate.
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FIG. 19. Arrangement for the study of the behavior of a psychotic subject (Lindsley).

That a schedule is nevertheless effective in producing a characteristic performance is
shown by Figure 22. A fixed-ratio performance given by a pigeon under conditions in
which there is substantial pausing after reinforcement is shown at A. In spite of the
pauses, the general rule holds: as soon as responding begins, the whole ratio is quickly
run off. Fixed-ratio curves for two psychotic subjects, both severely ill, are shown at B
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and C. Only small ratios can be sustained (40 and 20, respectively), and pauses follow
all reinforcements. Nevertheless, the performance is clearly the result of a ratio
schedule: once responding beings, the complete ratio is run off.

FIG. 20. Controlling equipment used in research on psychotic behavior at the Metropolitan State
Hospital, Waltham, Massachusetts.
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FIG. 21. One normal (4) and three psychotic (B, C, D) performances on a variable-interval
schedule.
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FIG. 22. A “breaking” fixed-ratio performance by a pigeon (4) and two fixed-ratio performances
by psychotic subjects (B, C).

Conclusion

It is unfortunate that a presentation of this sort must be confined to mere examples.
Little more can be done than to suggest the range of application of the method and the
uniformity of results over a fairly wide range of species. The extent of which we are
moving toward a unified formulation of this difficult material cannot be properly set
forth. Perhaps enough has been said, however, to make one point—that in turning to
probability of response or, more immediately, to frequency of responding we find a
datum which behaves in an orderly fashion under a great variety of conditions. Such a
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datum yields the kind of rigorous analysis which deserves a place in the natural
sciences. Several features should not be overlooked. Most of the records reproduced
here report the behavior of single individuals; they are not the statistical product of an
“average organism.” Changes in behavior are followed continuously during substantial
experimental sessions. They often reveal changes occurring within a few seconds
which would be missed by any procedure which merely samples behavior from time to
time. The properties of the changes seen in the cumulative curves cannot be fully
appreciated in the non-instrumental observation of behavior. The reproducibility from
species to species is a product of the method. In choosing stimuli, responses, and
reinforcers appropriate to the species being studied, we eliminate the sources of many
species differences.

Have we been guilty of an undue simplification of conditions in order to obtain this
level of rigor? Have we really “proved” that there is comparable order outside the
laboratory? It is difficult to be sure of the answers to such questions. Suppose we are
observing the rate at which a man sips his breakfast coffee. We have a switch
concealed in our hand, which operates a cumulative recorder in another room. Each
time our subject sips, we close the switch. It is unlikely that we shall record a smooth
curve. At first the coffee is too hot, and sipping is followed by aversive consequences.
As it cools, positive reinforcers emerge, but satiation sets in. Other events at the
breakfast table intervene. Sipping eventually ceases not because the cup is empty but
because the last few drops are cold.

But although our behavioral curve will not be pretty, neither will the cooling curve
for the coffee in the cup. In extrapolating our results to the world at large, we can do no
more than the physical and biological sciences in general. Because of experiments
performed under laboratory conditions, no one doubts that the cooling of the coffee in
the cup is an orderly process, even though the actual curve would be very difficult to
explain. Similarly, when we have investigated behavior under the advantageous
conditions of the laboratory, we can accept its basic orderliness in the world at large
even though we cannot there wholly demonstrate law.

In turning from an analysis of this sort many familiar aspects of human affairs take
on new significance. Moreover, as we might expect, scientific analysis gives birth to
technology. The insight into human behavior gained from research of this sort has
already proved effective in many areas. The application to personnel problems in
industry, to psychotherapy, to “human relations” in general, is clear. The most exciting
technological extension at the moment appears to be in the field of education. The
principles emerging from this analysis, and from a study of verbal behavior based upon
it, are already being applied in the design of mechanical devices to facilitate instruction
in reading, spelling, and arithmetic in young children, and in routine teaching at the
college level.

In the long run one may envisage a fundamental change in government itself, taking
that term in the broadest possible sense. For a long time men of good will have tried to
improve the cultural patterns in which they live. It is possible that a scientific analysis
of behavior will provide us at last with the techniques we need for this task—with the
wisdom we need to build a better world and, through it, better men.
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Reinforcement Today

This paper was part of a symposium on reinforcement held at a meeting of the

American Psychological Association, in September, 1957. It was published in The
American Psychologist (1958, 13, 94-99) and is reprinted here by permission.
During the past twenty-five years the role of reinforcement in human affairs has
received steadily increasing attention—not through any changing fashion in learning
theory but as the result of the discovery of facts and practices which have increased our
power to predict and control behavior and in doing so have left no doubt of their reality
and importance. The scope of reinforcement is still not fully grasped, even by those
who have done most to demonstrate it, and elsewhere among psychologists cultural
inertia is evident. This is understandable because the change has been little short of
revolutionary: scarcely anything in traditional learning theory is left in recognizable
form. In this paper I shall try to characterize some of the changes in our conception of
reinforcement which have been forced upon us and to suggest why it has been so hard
to accept them and to recognize their import.

The Acquisition of Behavior

In 1943 Keller Breland, Norman Guttman, and I were working on a wartime project
sponsored by General Mills, Inc. Our laboratory was the top floor of a flour mill in
Minneapolis, where we spent a good deal of time waiting for decisions to be made in
Washington. All day long, around the mill, wheeled great flocks of pigeons. They were
easily snared on the window sills and proved to be an irresistible supply of
experimental subjects. We built a magnetic food-magazine, which dispensed grain on
the principle of an automatic peanut vendor, and conditioned pigeons to turn at the
sound it made and eat the grain it discharged into a cup. We used the device to
condition several kinds of behavior. For example, we built a gauge to measure the force
with which a pigeon pecked a horizontal block, and by differentially reinforcing harder
pecks we built up such forceful blows that the base of the pigeon’s beak quickly
became inflamed. This was serious research, but we had our lighter moments. One day
we decided to teach a pigeon to bowl. The pigeon was to send a wooden ball down a
miniature alley toward a set of toy pins by swiping the ball with a sharp sideward
movement of the beak. To condition the response, we put the ball on the floor of an
experimental box and prepared to operate the food-magazine as soon as the first swipe
occurred. But nothing happened. Though we had all the time in the world, we grew
tired of waiting. We decided to reinforce any response which had the slightest
resemblance to a swipe—perhaps, at first, merely the behavior of looking at the ball—
and then to select responses which more closely approximated the final form. The
result amazed us. In a few minutes, the ball was caroming off the walls of the box as if
the pigeon had been a champion squash player. The spectacle so impressed Keller
Breland that he gave up a promising career in psychology and went into the
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commercial production of behavior.

Why had the pigeon learned with such surprising speed? Three points seem relevant:

1. In magazine-training the pigeon—that is, in getting it to respond to the sound of
the magazine by turning immediately and approaching the food tray—we had created
an auditory conditioned reinforcer. This is a great help in operant conditioning because
it can follow a response instantly. When a rat runs down an alley and finds food at the
end, or when a performing seal bounces a ball off its nose and is thrown a fish,
behavior is reinforced under relatively loose temporal conditions. The rat may not
immediately find the food, and the trainer may take a moment to throw the fish.
Organisms will, of course, learn and continue to behave when reinforcement is
substantially delayed, but only when certain temporal contingencies have been
strengthened. Unless the gap between the behavior and the ultimate reinforcer is
bridged with a sequence of conditioned reinforcers, other behavior will occur and
receive the full force of the reinforcement. If the seal has time to turn toward the trainer
before receiving the visual reinforcement of the approaching fish, its behavior in
turning is most powerfully reinforced and may interfere with the behavior the trainer is
trying to set up. Eventually a discrimination is formed so that the seal turns only after
having executed the proper behavior, but this can be a slow process. A delay of even a
fraction of a second is sometimes important, as we have found in designing equipment
for the study of operant behavior in the pigeon. When the response is pecking a plastic
disc, the controlling circuit must act so rapidly that the sound of the magazine, as a
conditioned reinforcer, will coincide with striking the disc rather than pulling the head
away from it. This is a matter of perhaps a twentieth of a second, but such a delay
produces disturbing changes in the topography of the response.

2. In early experiments on lever pressing, a quick response to the food-magazine was
always set up before the lever was introduced. This was done for another reason—to
permit emotional responses to the noise of the magazine to adapt out—but it must have
been important in providing instantaneous reinforcement. The explicit conditioning of
an auditory reinforcer was, therefore, not new; there must have been something else in
the bowling experiment. In most experiments on learning, an organism produces
reinforcement by direct action: a rat pushes over the door of a jumping stand and
discovers food, or a monkey lifts a cup and exposes a grape. Electrical circuits greatly
increase the possibilities, but even then the organism is usually left to close the circuit
by mechanical contact. In The Behavior of Organisms 1 describe an experiment in
which a rat was conditioned to pull a string to get a marble from a rack, pick up the
marble with its forepaws, carry it across the cage to a vertical tube rising two inches
above the floor, lift the marble, and drop it into the tube. The behavior was set up
through successive approximations, but every stage was reached by constructing
mechanical and electrical systems operated by the rat. In the experiment on bowling,
however, we held the reinforcing switch in our hand and could reinforce any given
form of behavior without constructing a mechanical or electrical system to report its
occurrence. The mechanical connection between behavior and reinforcement was
greatly attenuated.

3. But this was not new, either. Thorndike had reinforced a cat when it licked its
paw, and animal trainers use hand reinforcement. The surprising result in our bowling
experiment may have been due to the combination of the temporal precision of
reinforcement provided by a conditioned reinforcer and the free selection of
topography resulting from hand reinforcement. In any event this combination must
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have enhanced the effect of the third, and main, feature of the experiment: the gradual
shaping of behavior by reinforcing crude approximations of the final topography
instead of waiting for the complete response.

The technique of shaping behavior is now a familiar classroom demonstration, but
the principle it demonstrates has not yet found a secure place in textbook discussions of
learning. Curiously enough, the acquisition of behavior has never been directly
attacked in classical research. The study of memory, from Ebbinghaus on, has not been
primarily concerned with how behavior is acquired but only with how it is retained or
how one form interferes with another in retention. Why does the subject sit in front of
the memory drum, why does he vouchsafe anticipatory guesses, and how (not when)
does he eventually arrive at that first correct response? These questions have not been
the primary concern of research on memory. Animal research has almost always left
the shaping of behavior to mechanical devices. In both fields the acquisition of
behavior has been reported by learning curves or, worse, by something called the
learning curve. When one has watched the actual shaping of behavior, it is obvious that
such curves do not reflect any important property of the change in behavior brought
about by operant reinforcement. They summarize the arbitrary and often accidental
consequences which arise when complex and largely unanalyzed conditions of
reinforcement act upon large samples of behavior. There are probably as many learning
curves as there are apparatuses for the study of learning, and mathematicians will strive
in vain to pull a useful order out of this chaos. Yet the prestige of the learning curve is
so great that psychologists are unable to believe their eyes when the process of learning
is made visible.

The Maintenance of Behavior

An obvious fact about behavior is that it is almost never invariably reinforced. Not so
obvious is the fact that the pattern of intermittent reinforcement controls the character
and level of a performance. Why this is so cannot be explained in a few words. In
Schedules of Reinforcement Charles B. Ferster and I have argued as follows.

A schedule of reinforcement is arranged by a programming system which can be
specified in physical terms. A clock is introduced into the circuit between key and
magazine so that the first response made to the key after a given interval of time will be
reinforced. A counter introduced into the circuit establishes a contingency in terms of
number of responses emitted per reinforcement. Various settings of clock and counter
and combinations of these generate almost unlimited possibilities.

A selected schedule usually generates a characteristic performance, expressed in
terms of rate of responding and changes in rate. Once this has happened, the organism
is characteristically reinforced at the end of a particular pattern of responding. Its
behavior at the moment of reinforcement and during the period preceding
reinforcement is part of the stimulating environment, aspects of which acquire control
over subsequent behavior. To take a very simple example: if an organism is
characteristically responding at a high rate at the moment of reinforcement, behavior at
that rate becomes an optimal stimulating condition, comparable to the presence of the
reinforced stimulus in a discrimination, and the probability of further responding is
therefore maximal. When the organism is not responding at all, the probability is
minimal. Other rates and patterns of changes in rate come to serve similar
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discriminative functions. Ferster and I have checked this explanation of the
performances characteristic of schedules in several ways. For example, instead of
letting a schedule generate a condition most of the time, we have added special devices
to assure a given condition of behavior at every reinforcement. Thus, where a fixed-
interval performance usually arranges a moderately high rate at the moment of
reinforcement, a special device will guarantee that reinforcements occur only at that
rate. We have also added stimuli to the physical environment which are correlated with,
and hence amplify, the aspects of the organism’s behavior appealed to in such an
explanation.

This, then, is what happens under intermittent reinforcement: A scheduling system
sets up a performance, and the performance generates stimuli which enter into the
control of the rate of responding, either maintaining the performance or changing it in
various ways. Some schedules produce performances which guarantee reinforcement
under conditions which continue to maintain that performance. Others produce
progressive changes. Still others yield oscillations: the first performance generates
conditions which eventually produce a different performance, which in turn generates
conditions restoring the earlier performance, and so on.

Both the circuit and the behavior, then, contribute to the reinforcing contingencies. It
follows that the effect of any circuit depends upon the behavior the organism brings to
it. Some complex schedules can be studied only by taking the organism through a
series of simpler schedules into the final performance. The performance, as well as the
topography of a response, may need to be “shaped.” This does not mean that schedule-
performances vary greatly because of individual histories, for only a few of the effects
of schedules are not readily reversible. Once a performance is reached, it usually shows
a high order of uniformity, even between species. The fact that it is the combination of
schedule and performance which generates reinforcing contingencies can easily be
overlooked. A physiologist once asked to borrow one of our apparatuses to show his
class the behavioral effects of certain drugs. We sent him an apparatus which
reinforced a pigeon on a multiple fixed-ratio fixed-interval schedule, together with two
pigeons showing beautifully stable performances. When one pigeon died through an
overdose of a drug, the physiologist simply bought another pigeon and put it into the
apparatus. To his surprise, nothing happened.

The same mistake is made in much traditional work on learning and problem
solving. In the usual study of problem solving, for example, the experimenter
constructs a complex set of contingencies and simply waits for it to take hold. This is
no test of whether the organism can adjust to these contingencies with a performance
which would be called a solution. All we can properly conclude is that the
experimenter has not constructed an adequate succession of performances. The ability
of the experimenter rather than that of the organism is being tested. It is dangerous to
assert that an organism of a given species or age cannot solve a given problem. As the
result of careful scheduling, pigeons, rats, and monkeys have done things during the
past five years which members of their species have never done before. It is not that
their forebears were incapable of such behavior; nature had simply never arranged
effective sequences of schedules.

What we have learned about the shaping of response-topography and about the
techniques which bring an organism under the control of complex schedules has made
it possible to study the behavior generated by arrangements of responses, stimuli, and
reinforcements once classified as the “higher mental processes.” An experiment can be
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designed in which two or more responses are emitted concurrently or in rapid
alternation, under the control of multiple stimuli, often under two or more schedules of
reinforcement or two or more types of reinforcement under appropriate conditions of
motivation. It has been found that a schedule, or rather the stimuli present when a
schedule is in force, has reinforcing or aversive properties. An organism will respond
on one schedule to reach or avoid another. We can determine which of two schedules a
pigeon “prefers” by comparing how fast it will respond on a variable-interval schedule
to get into Schedule A with how fast it will respond on the same variable-interval
schedule to get into Schedule B. The analysis of avoidance and escape behavior in the
hands of Sidman, Brady, and others has made it possible to study combinations of
positive and negative reinforcers in many interrelated patterns. The analysis of
punishment in such terms has permitted a reformulation of the so-called Freudian

dynamisrns.1

The technology resulting from the study of reinforcement has been extended into
other fields of psychological inquiry. It has permitted Blough, Guttman, and others to
convert pigeons into sensitive psychophysical observers. It has allowed
pharmacologists and psychologists in pharmacological laboratories to construct
behavioral baselines against which the effects of drugs on the so-called higher mental
processes can be evaluated. It has enabled Lindsley and his co-workers to test the limits
of the environmental control of psychotic subjects. And so on, in a long list. The
technology is difficult. It cannot conveniently be learned from books; something
resembling an apprenticeship is almost necessary. Possibly we may explain the fact that
psychologists in general have only slowly accepted these new methods by noting that
under such conditions knowledge is diffused slowly.

Many psychologists may never wish to acquire the competence necessary for
detailed research on reinforcement, but there is another application which is of broader

significance. A clinical psychologist recently complained2 that learning theory told him
nothing about important aspects of human behavior. It would not explain, for example,
why a man would seek “little bits of punishment in order to accept a big punishment.”
He may be right in saying that learning theory does not tell him much, but the example
he chose is just the kind of complex arrangement of contingencies which is now under
intensive investigation. And he is asking for just the kind of interpretation of human
affairs which is emerging from this work. The world in which man lives may be
regarded as an extraordinarily complex set of positive and negative reinforcing
contingencies. In addition to the physical environment to which he is sensitively
attuned and with which he carries on an important interchange, we have (as he has) to
contend with social stimuli, social reinforcers, and a network of personal and
institutional control and countercontrol—all of amazing intricacy. The contingencies of
reinforcement which man has made for man are wonderful to behold.

But they are by no means inscrutable. The parallel between the contingencies now
being studied in the laboratory and those of daily life cry for attention—and for
remedial action. In any social situation we must discover who is reinforcing whom with
what and to what effect. As a very simple example, take the aggressive child. When
two young children are left alone in a room with a few toys, conditions are almost ideal
for shaping selfish and aggressive behavior. Under these circumstances one child’s
reinforcement is the other child’s punishment, and vice versa. When I once discussed
this example with a group of teachers, one of them exclaimed: “Yes, and that’s why in
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the nursery schools of the Soviet Union the toys are so big it takes two children to play
with them!” Possibly that is one solution. Certainly there are many others. When
contingencies of reinforcement are properly understood, we cannot thoughtlessly allow
damaging contingencies to arise or go unremedied. By taking a little thought it is now
possible to design social situations which have happier consequences for everyone.

I am not saying that any one set of contingencies explains aggression in children or
that it takes a long apprenticeship in reinforcement research to understand that case. It
is the very existence of reinforcing contingencies which must first be recognized—and
that is not always easy. Here is a slightly less obvious example. The current nationwide
problem of school discipline is frequently, though possibly erroneously, attributed to
progressive education. Whatever its explanation, it is a serious problem. How can we
recapture the orderly conduct once attributed to “discipline” without reinstating all the
undesirable by-products of an inhumane aversive control? The answer is: use positive
reinforcement instead of punishment. But how? A first step is to analyze the
reinforcing contingencies in the classroom. In particular, what reinforcers are available
to the teacher? The answer to that question is sometimes discouraging, but even in the
worst possible case she can at least reinforce a class by dismissing it. The point is that
she must understand that dismissal is reinforcing if she is not to throw away the small
measure of power it offers her. The “natural” thing is for a teacher to dismiss the class
when its conduct is most aversive to her. But this is exactly the wrong thing to do, for
she then differentially reinforces the very behavior she wants to suppress. A teacher
who understands reinforcement will survey the class during the final minutes of a
period and choose for dismissal the moment at which things are going as well as can be
expected. The effect will not be evident the first day, it may not be evident the second
or third, and it may never be enough to solve all her problems; but a careful husbanding
of small reinforcers and the nurturing of proper contingencies is a program well worth
exploring.

As a final and more technical example of the use of reinforcement in interpreting
human affairs, take the always interesting form of behavior called gambling. Gamblers
appear to violate the law of effect because they continue to play even though their net
reward is negative. Hence it is often argued that they must be gambling for other
reasons. To the psychoanalyst the gambler may simply be punishing himself. Others
may insist that the attraction is not money but excitement, or that people gamble to get
away from a humdrum life. Now, all gambling devices arrange a variable-ratio
schedule of reinforcement, and our explanation of the performance generated by that
schedule embraces the behavior of the gambler. It happens to be relatively excited
behavior, but this, as well as the fact that there is no net gain, is irrelevant in accounting
for the performance. A pigeon, too, can become a pathological gambler, and it is
unlikely that it does so to punish itself, or for the excitement, or to get away from it all.

Such expressions may not be meaningless. The complex contingencies involved in
“self-punishment” may well be involved, although quantitative evidence would be
needed to show this. “Getting away from it all” reminds us that some schedules are
aversive. Herrnstein and Morse have shown that a pigeon can be conditioned to peck
one key if this is occasionally followed by the opportunity to take time off from another
key. In turning to a variable-ratio system of reinforcement, then, the gambler may well
be escaping from other schedules. Moreover, a variable-ratio schedule at suitable
values is reinforcing. These facts account for any behavior which brings an organism
under a variable-ratio schedule, but they do not explain the performance once this
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schedule is in force. The conditions which prevail under the schedule are the relevant
facts.

These are necessarily fragmentary examples of the contribution of an experimental
analysis of intermittent reinforcement to our understanding of human behavior, but
they may serve to make an important point. The relevance of reinforcement is often
quite unexpected. These examples are not part of the classical field of learning; they are
matters of motivation! One expects to see them discussed by dynamic psychologists,
psychologists of personality, or psychoanalysts, not by people who study white rats and
pigeons. True, learning theory has long been applied to psychotherapy, but traditional
research in learning has not made a very helpful contribution. Suddenly, reinforcement
takes on new dimensions. When Freud was once asked whether psychoanalysis and
psychology were the same, he insisted that psychoanalysis embraced all of psychology

except the physiology of the sense organs.3 This was an ambitious statement, and
perhaps a similar claim for reinforcement would be equally unjustified. Yet the facts of
human behavior fall to the psychoanalyst and the student of reinforcement alike for
explanation. But where the analyst has studied behavior in a given environment as the
manifestation of hidden (even if eventually-to-be-revealed) forces, we can now
interpret the same behavior and environment as a set of reinforcing contingencies. In
doing so we gain a tremendous advantage, for all terms necessary for such an analysis
lie within an observable and often manipulable universe. Beyond the prediction and
control made possible by recent research in reinforcement lies the broader field of
interpretation. And it is a kind of interpretation so closely allied with prediction and
control that positive and successful action are frequently within easy reach.

If I have suggested to psychologists in general that they will find much of interest in
the modern study of reinforcement, it will be appropriate to end with a few words of
caution.

1. This kind of research is difficult and relatively expensive. In our book on
schedules of reinforcement, Ferster and I report on 70,000 hours of continuously
recorded behavior composed of about one quarter of a billion responses. The personal
observation of behavior on such a scale is unthinkable. The research must be heavily
instrumented. The programming of complex schedules demands not only a large
budget but considerable skill in relay engineering, neither of which is common in
psychological laboratories.

2. It is usually single-organism research. Any other experimental method is often
impossible. When an experiment on one pigeon runs to thousands of hours, it cannot be
repeated on even a modest group of, say, ten subjects—at least if one wants to get on
with other matters. Fortunately, a statistical program is unnecessary. Most of what we
know about the effects of complex schedules of reinforcement has been learned in a
series of discoveries no one of which could have been proved to the satisfaction of a
student in Statistics A. Moreover, a statistical approach is just wrong. The curves we
get cannot be averaged or otherwise smoothed without destroying properties which we
know to be of first importance. These points are hard to make. The seasoned
experimenter can shrug off the protests of statisticians, but the young psychologist
should be prepared to feel guilty, or at least stripped of the prestige conferred upon him
by statistical practices, in embarking upon research of this sort.

3. The research is not theoretical in the sense that experiments are designed to test
theories. As I have pointed out elsewhere [see page 69], when lawful changes in
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behavior take place before our very eyes—or, at most, only one step removed in a
cumulative curve—we lose the taste, as we lose the need, for imagined changes in
some fanciful world of neurones, ideas, or intervening variables. Here again tradition
throws up a roadblock. Certain people—among them psychologists who should know
better—have claimed to be able to say how the scientific mind works. They have set up
normative rules of scientific conduct. The first step for anyone interested in studying
reinforcement is to challenge that claim. Until a great deal more is known about
thinking, scientific or otherwise, a sensible man will not abandon common sense.
Ferster and I were impressed by the wisdom of this course of action when, in writing
our book, we reconstructed our own scientific behavior. At one time we intended—
though, alas, we changed our minds—to express the point in this dedication: “To the
mathematicians, statisticians, and scientific methodologists with whose help this book
would never have been written.”

The difficulties which have stood in the way of the advancing study of reinforcement
will undoubtedly continue to cause trouble, but they will be more than offset by the
powerful reinforcing consequences of work in this field. Techniques are now available
for a new and highly profitable exploration of the human behavior at issue in education,
commerce and industry, psychotherapy, religion, and government. A program of
cultural design in the broadest sense is now within reach. Sociologists, anthropologists,
political scientists, economists, theologians, psychotherapists, and psychologists have
long tried to reach an understanding of human behavior which would be useful in
solving practical problems. In that technological race a dark horse is coming up fast.
The new principles and methods of analysis which are emerging from the study of
reinforcement may prove to be among the most productive social instruments of the
twentieth century.

U'See Science and Human Behavior.

2 Sheehan, J. G. The marital status of psychoanalysis and learning theory. Amer.
Psychologist, 1957, 12, 277-278.

3 Wortis, J. Fragments of an analysis with Freud. New York: Simon & Schuster,
1954.
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The Science of Learning and the Art of Teaching

In March, 1954, the Annual Conference on Current Trends in Psychology at the
University of Pittsburgh was devoted to “Psychology and the Behavioral Sciences.” It
provided an opportunity to report some recent reflections on the technology of
education and to describe an early device designed to mechanize certain forms of
instruction. The paper was published in the Harvard Educational Review (1954, 24, 86-
97) and in Psychology and the Behavioral Sciences (Pittsburgh, University of
Pittsburgh Press, 1955), and is reprinted here with the permission of the University of
Pittsburgh Press.

SOME PROMISING ADVANCES have recently been made in the field of learning.
Special techniques have been designed to arrange what are called “contingencies of
reinforcement”—the relations which prevail between behavior on the one hand and the
consequences of that behavior on the other—with the result that a much more effective
control of behavior has been achieved. It has long been argued that an organism learns
mainly by producing changes in its environment, but it is only recently that these
changes have been carefully manipulated. In traditional devices for the study of
learning—in the serial maze, for example, or in the T-maze, the problem box, or the
familiar discrimination apparatus—the effects produced by the organism’s behavior are
left to many fluctuating circumstances. There is many a slip between the turn-to-the-
right and the food-cup at the end of the alley. It is not surprising that techniques of this
sort have yielded only very rough data from which the uniformities demanded by an
experimental science can be extracted only by averaging many cases. In none of this
work has the behavior of the individual organism been predicted in more than a
statistical sense. The learning processes which are the presumed object of such research
are reached only through a series of inferences. Current preoccupation with deductive
systems reflects this state of the science.

Recent improvements in the conditions which control behavior in the field of
learning are of two principal sorts. The Law of Effect has been taken seriously; we
have made sure that effects do occur and that they occur under conditions which are
optimal for producing the changes called learning. Once we have arranged the
particular type of consequence called a reinforcement, our techniques permit us to
shape up the behavior of an organism almost at will. It has become a routine exercise to
demonstrate this in classes in elementary psychology by conditioning such an organism
as a pigeon. Simply by presenting food to a hungry pigeon at the right time, it is
possible to shape up three or four well-defined responses in a single demonstration
period—such responses as turning around, pacing the floor in the pattern of a figure-8,
standing still in a corner of the demonstration apparatus, stretching the neck, or
stamping the foot. Extremely complex performances may be reached through
successive stages in the shaping process, the contingencies of reinforcement being
changed progressively in the direction of the required behavior. The results are often
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quite dramatic. In such a demonstration one can see learning take place. A significant
change in behavior is often obvious as the result of a single reinforcement.

A second important advance in technique permits us to maintain behavior in given
states of strength for long periods of time. Reinforcements continue to be important, of
course, long after an organism has learned how to do something, long after it has
acquired behavior. They are necessary to maintain the behavior in strength. Of special
interest is the effect of various schedules of intermittent reinforcement. Most important
types of schedules have now been investigated, and the effects of schedules in general

have been reduced to a few principles.1 On the theoretical side we now have a fairly
good idea of why a given schedule produces its appropriate performance. On the
practical side we have learned how to maintain any given level of activity for daily
periods limited only by the physical exhaustion of the organism and from day to day
without substantial change throughout its life. Many of these effects would be
traditionally assigned to the field of motivation, although the principal operation is
simply the arrangement of contingencies of reinforcement.

These new methods of shaping behavior and of maintaining it in strength are a great
improvement over the traditional practices of professional animal trainers, and it is not
surprising that our laboratory results are already being applied to the production of
performing animals for commercial purposes. In a more academic environment they
have been used for demonstration purposes which extend far beyond an interest in
learning as such. For example, it is not too difficult to arrange the complex
contingencies which produce many types of social behavior. Competition is
exemplified by two pigeons playing a modified game of ping-pong. The pigeons drive
the ball back and forth across a small table by pecking at it. When the ball gets by one
pigeon, the other is reinforced. The task of constructing such a “social relation” is
probably completely out of reach of the traditional animal trainer. It requires a carefully
designed program of gradually changing contingencies and the skillful use of schedules
to maintain the behavior in strength. Each pigeon is separately prepared for its part in
the total performance, and the “social relation” is then arbitrarily constructed. The
sequence of events leading up to this stable state are excellent material for the study of
the factors important in nonsynthetic social behavior. It is instructive to consider how a
similar series of contingencies could arise in the case of the human organism through
the evolution of cultural patterns.

Co-operation can also be set up, perhaps more easily than competition. We have
trained two pigeons to co-ordinate their behavior in a co-operative endeavor with a
precision which equals that of the most skillful human dancers. In a more serious vein
these techniques have permitted us to explore the complexities of the individual
organism and to analyze some of the serial or co-ordinate behaviors involved in
attention, problem solving, various types of self-control, and the subsidiary system of
responses within a single organism called “personalities.” Some of these are
exemplified in what we call multiple schedules of reinforcement. In general, a given
schedule has an effect upon the rate at which a response is emitted. Changes in the rate
from moment to moment show a pattern typical of the schedule. The pattern may be as
simple as a constant rate of responding at a given value, it may be a gradually
accelerating rate between certain extremes, it may be an abrupt change from not
responding at all to a given stable high rate, and so on. It has been shown that the
performance characteristic of a given schedule can be brought under the control of a

186



particular stimulus and that different performances can be brought under the control of
different stimuli in the same organism. At a recent meeting of the American
Psychological Association, C. B. Ferster and I demonstrated a pigeon whose behavior
showed the pattern typical of “fixed-interval” reinforcement in the presence of one
stimulus and, alternately, the pattern typical of the very different schedule called “fixed
ratio” in the presence of a second stimulus. In the laboratory we have been able to
obtain performances appropriate to nine different schedules in the presence of
appropriate stimuli in random alternation. When Stimulus 1 is present, the pigeon
executes the performance appropriate to Schedule 1. When Stimulus 2 is present, the
pigeon executes the performance appropriate to Schedule 2. And so on. This result is
important because it makes the extrapolation of our laboratory results to daily life much
more plausible. We are all constantly shifting from schedule to schedule as our
immediate environment changes, but the dynamics of the control exercised by
reinforcement remain essentially unchanged.

It is also possible to construct very complex sequences of schedules. It is not easy to
describe these in a few words, but two or three examples may be mentioned. In one
experiment the pigeon generates a performance appropriate to Schedule A where the
reinforcement is simply the production of the stimulus characteristic of Schedule B, to
which the pigeon then responds appropriately. Under a third stimulus, the bird yields a
performance appropriate to Schedule C where the reinforcement in this case is simply
the production of the stimulus characteristic of Schedule D, to which the bird then
responds appropriately. In a special case, first investigated by L. B. Wyckoff, Jr., the
organism responds to one stimulus where the reinforcement consists of the clarification
of the stimulus controlling another response. The first response becomes, so to speak,
an objective form of “paying attention” to the second stimulus. In one important
version of this experiment, as yet unpublished, we could say that the pigeon is telling
us whether it is “paying attention” to the shape of a spot of light or to its color.

One of the most dramatic applications of these techniques has recently been made in
the Harvard Psychological Laboratories by Floyd Ratliff and Donald S. Blough, who
have skillfully used multiple and serial schedules of reinforcement to study complex
perceptual processes in the infrahuman organism. They have achieved a sort of
psychophysics without verbal instruction. In a recent experiment by Blough, for
example, a pigeon draws a detailed dark-adaptation curve showing the characteristic
breaks of rod and cone vision. The curve is recorded continuously in a single
experimental period and is quite comparable with the curves of human subjects. The
pigeon behaves in a way which, in the human case, we would not hesitate to describe
by saying that it adjusts a very faint patch of light until it can just be seen [see page
145].

In all this work, the species of the organism has made surprisingly little difference. It
is true that the organisms studied have all been vertebrates, but they still cover a wide
range. Comparable results have been obtained with pigeons, rats, dogs, monkeys,
human children, and most recently, by the author in collaboration with Ogden R.
Lindsley, human psychotic subjects. In spite of great phylogenetic differences, all these
organisms show amazingly similar properties of the learning process. It should be
emphasized that this has been achieved by analyzing the effects of reinforcement and
by designing techniques which manipulate reinforcement with considerable precision.
Only in this way can the behavior of the individual organism be brought under such
precise control. It is also important to note that through a gradual advance to complex
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interrelations among responses, the same degree of rigor is being extended to behavior
which would usually be assigned to such fields as perception, thinking, and personality
dynamics.

From this exciting prospect of an advancing science of learning, it is a great shock to
turn to that branch of technology which is most directly concerned with the learning
process—education. Let us consider, for example, the teaching of arithmetic in the
lower grades. The school is concerned with imparting to the child a large number of
responses of a special sort. The responses are all verbal. They consist of speaking and
writing certain words, figures, and signs which, to put it roughly, refer to numbers and
to arithmetic operations. The first task is to shape up these responses—to get the child
to pronounce and to write responses correctly, but the principal task is to bring this
behavior under many sorts of stimulus control. This is what happens when the child
learns to count, to recite tables, to count while ticking off the items in an assemblage of
objects, to respond to spoken or written numbers by saying “odd,” “even,” “prime,”
and so on. Over and above this elaborate repertoire of numerical behavior, most of
which is often dismissed as the product of rote learning, the teaching of arithmetic
looks forward to those complex serial arrangements of responses involved in original
mathematical thinking. The child must acquire responses of transposing, clearing
fractions, and so on, which modify the order or pattern of the original material so that
the response called a solution is eventually made possible.

Now, how is this extremely complicated verbal repertoire set up? In the first place,
what reinforcements are used? Fifty years ago the answer would have been clear. At
that time educational control was still frankly aversive. The child read numbers, copied
numbers, memorized tables, and performed operations upon numbers to escape the
threat of the birch rod or cane. Some positive reinforcements were perhaps eventually
derived from the increased efficiency of the child in the field of arithmetic, and in rare
cases some automatic reinforcement may have resulted from the sheer manipulation of
the medium—ifrom the solution of problems or the discovery of the intricacies of the
number system. But for the immediate purposes of education the child acted to avoid or
escape punishment. It was part of the reform movement known as progressive
education to make the positive consequences more immediately effective, but anyone
who visits the lower grades of the average school today will observe that a change has
been made, not from aversive to positive control, but from one form of aversive
stimulation to another. The child at his desk, filling in his workbook, is behaving
primarily to escape from the threat of a series of minor aversive events—the teacher’s
displeasure, the criticism or ridicule of his classmates, an ignominious showing in a
competition, low marks, a trip to the office “to be talked to” by the principal, or a word
to the parent who may still resort to the birch rod. In this welter of aversive
consequences, getting the right answer is in itself an insignificant event, any effect of
which is lost amid the anxieties, the boredom, and the aggressions which are the
inevitable by-products of aversive control.

Secondly, we have to ask how the contingencies of reinforcement are arranged.
When is a numerical operation reinforced as “right”? Eventually, of course, the pupil
may be able to check his own answers and achieve some sort of automatic
reinforcement, but in the early stages the reinforcement of being right is usually
accorded by the teacher. The contingencies she provides are far from optimal. It can
easily be demonstrated that, unless explicit mediating behavior has been set up, the
lapse of only a few seconds between response and reinforcement destroys most of the
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effect. In a typical classroom, nevertheless, long periods of time customarily elapse.
The teacher may walk up and down the aisle, for example, while the class is working
on a sheet of problems, pausing here and there to say right or wrong. Many seconds or
minutes intervene between the child’s response and the teacher’s reinforcement. In
many cases—for example, when papers are taken home to be corrected—as much as 24
hours may intervene. It is surprising that this system has any effect whatsoever.

A third notable shortcoming is the lack of a skillful program which moves forward
through a series of progressive approximations to the final complex behavior desired. A
long series of contingencies is necessary to bring the organism into the possession of
mathematical behavior most efficiently. But the teacher is seldom able to reinforce at
each step in such a series because she cannot deal with the pupil’s responses one at a
time. It is usually necessary to reinforce the behavior in blocks of responses—as in
correcting a worksheet or page from a workbook. The responses within such a block
must not be interrelated. The answer to one problem must not depend upon the answer
to another. The number of stages through which one may progressively approach a
complex pattern of behavior is therefore small, and the task so much the more difficult.
Even the most modern workbook in beginning arithmetic is far from exemplifying an
efficient program for shaping up mathematical behavior.

Perhaps the most serious criticism of the current classroom is the relative
infrequency of reinforcement. Since the pupil is usually dependent upon the teacher for
being right, and since many pupils are usually dependent upon the same teacher, the
total number of contingencies which may be arranged during, say, the first four years is
of the order of only a few thousand. But a very rough estimate suggests that efficient
mathematical behavior at this level requires something of the order of 25,000
contingencies. We may suppose that even in the brighter student a given contingency
must be arranged several times to place the behavior well in hand. The responses to be
set up are not simply the various items in tables of addition, subtraction, multiplication,
and division; we have also to consider the alternative forms in which each item may be
stated. To the learning of such material we should add hundreds of responses
concerned with factoring, identifying primes, memorizing series, using short-cut
techniques of calculation, constructing and using geometric representations or number
forms, and so on. Over and above all this, the whole mathematical repertoire must be
brought under the control of concrete problems of considerable variety. Perhaps 50,000
contingencies is a more conservative estimate. In this frame of reference the daily
assignment in arithmetic seems pitifully meagre.

The result of all this is, of course, well known. Even our best schools are under
criticism for their inefficiency in the teaching of drill subjects such as arithmetic. The
condition in the average school is a matter of widespread national concern. Modern
children simply do not learn arithmetic quickly or well. Nor is the result simply
incompetence. The very subjects in which modern techniques are weakest are those in
which failure is most conspicuous, and in the wake of an ever-growing incompetence
come the anxieties, uncertainties, and aggressions which in their turn present other
problems to the school. Most pupils soon claim the asylum of not being “ready” for
arithmetic at a given level or, eventually, of not having a mathematical mind. Such
explanations are readily seized upon by defensive teachers and parents. Few pupils ever
reach the stage at which automatic reinforcements follow as the natural consequences
of mathematical behavior. On the contrary, the figures and symbols of mathematics
have become standard emotional stimuli. The glimpse of a column of figures, not to
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say an algebraic symbol or an integral sign, is likely to set off—not mathematical
behavior—but a reaction of anxiety, guilt, or fear.

The teacher is usually no happier about this than the pupil. Denied the opportunity to
control via the birch rod, quite at sea as to the mode of operation of the few techniques
at her disposal, she spends as little time as possible on drill subjects and eagerly
subscribes to philosophies of education which emphasize material of greater inherent
interest. A confession of weakness is her extraordinary concern lest the child be taught
something unnecessary. The repertoire to be imparted is carefully reduced to an
essential minimum. In the field of spelling, for example, a great deal of time and
energy has gone into discovering just those words which the young child is going to
use, as if it were a crime to waste one’s educational power in teaching an unnecessary
word. Eventually, weakness of technique emerges in the disguise of a reformulation of
the aims of education. Skills are minimized in favor of vague achievements—educating
for democracy, educating the whole child, educating for life, and so on. And there the
matter ends; for, unfortunately, these philosophies do not in turn suggest improvements
in techniques. They offer little or no help in the design of better classroom practices.

There would be no point in urging these objections if improvement were impossible.
But the advances which have recently been made in our control of the learning process
suggest a thorough revision of classroom practices and, fortunately, they tell us how the
revision can be brought about. This is not, of course, the first time that the results of an
experimental science have been brought to bear upon the practical problems of
education. The modern classroom does not, however, offer much evidence that
research in the field of learning has been respected or used. This condition is no doubt
partly due to the limitations of earlier research. But it has been encouraged by a too
hasty conclusion that the laboratory study of learning is inherently limited because it
cannot take into account the realities of the classroom. In the light of our increasing
knowledge of the learning process we should, instead, insist upon dealing with those
realities and forcing a substantial change in them. Education is perhaps the most
important branch of scientific technology. It deeply affects the lives of all of us. We
can no longer allow the exigencies of a practical situation to suppress the tremendous
improvements which are within reach. The practical situation must be changed.

There are certain questions which have to be answered in turning to the study of any
new organism. What behavior is to be set up? What reinforcers are at hand? What
responses are available in embarking upon a program of progressive approximation
which will lead to the final form of the behavior? How can reinforcements be most
efficiently scheduled to maintain the behavior in strength? These questions are all
relevant in considering the problem of the child in the lower grades.

In the first place, what reinforcements are available? What does the school have in
its possession which will reinforce a child? We may look first to the material to be
learned, for it is possible that this will provide considerable automatic reinforcement.
Children play for hours with mechanical toys, paints, scissors and paper, noise-makers,
puzzles—in short, with almost anything which feeds back significant changes in the
environment and is reasonably free of aversive properties. The sheer control of nature
is itself reinforcing. This effect is not evident in the modern school because it is
masked by the emotional responses generated by aversive control. It is true that
automatic reinforcement from the manipulation of the environment is probably only a
mild reinforcer and may need to be carefully husbanded, but one of the most striking
principles to emerge from recent research is that the net amount of reinforcement is of
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little significance. A very slight reinforcement may be tremendously effective in
controlling behavior if it is wisely used.

If the natural reinforcement inherent in the subject matter is not enough, other
reinforcers must be employed. Even in school the child is occasionally permitted to do
“what he wants to do,” and access to reinforcements of many sorts may be made
contingent upon the more immediate consequences of the behavior to be established.
Those who advocate competition as a useful social motive may wish to use the
reinforcements which follow from excelling others, although there is the difficulty that
in this case the reinforcement of one child is necessarily aversive to another. Next in
order we might place the good will and affection of the teacher, and only when that has
failed need we turn to the use of aversive stimulation.

In the second place, how are these reinforcements to be made contingent upon the
desired behavior? There are two considerations here—the gradual elaboration of
extremely complex patterns of behavior and the maintenance of the behavior in
strength at each stage. The whole process of becoming competent in any field must be
divided into a very large number of very small steps, and reinforcement must be
contingent upon the accomplishment of each step. This solution to the problem of
creating a complex repertoire of behavior also solves the problem of maintaining the
behavior in strength. We could, of course, resort to the techniques of scheduling
already developed in the study of other organisms but in the present state of our
knowledge of educational practices, scheduling appears to be most effectively arranged
through the design of the material to be learned. By making each successive step as
small as possible, the frequency of reinforcement can be raised to a maximum, while
the possibly aversive consequences of being wrong are reduced to a minimum. Other
ways of designing material would yield other programs of reinforcement. Any
supplementary reinforcement would probably have to be scheduled in the more
traditional way.

These requirements are not excessive, but they are probably incompatible with the
current realities of the classroom. In the experimental study of learning it has been
found that the contingencies of reinforcement which are most efficient in controlling
the organism cannot be arranged through the personal mediation of the experimenter.
An organism is affected by subtle details of contingencies which are beyond the
capacity of the human organism to arrange. Mechanical and electrical devices must be
used. Mechanical help is also demanded by the sheer number of contingencies which
may be used efficiently in a single experimental session. We have recorded many
millions of responses from a single organism during thousands of experimental hours.
Personal arrangement of the contingencies and personal observation of the results are
quite unthinkable. Now, the human organism is, if anything, more sensitive to precise
contingencies than the other organisms we have studied. We have every reason to
expect, therefore, that the most effective control of human learning will require
instrumental aid. The simple fact is that, as a mere reinforcing mechanism, the teacher
is out of date. This would be true even if a single teacher devoted all her time to a
single child, but her inadequacy is multiplied manyfold when she must serve as a
reinforcing device to many children at once. If the teacher is to take advantage of recent
advances in the study of learning, she must have the help of mechanical devices.

The technical problem of providing the necessary instrumental aid is not particularly
difficult. There are many ways in which the necessary contingencies may be arranged,
either mechanically or electrically. An inexpensive device which solves most of the
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principal problems has already been constructed. It is still in the experimental stage, but
a description will suggest the kind of instrument which seems to be required. The
device consists of a box about the size of a small record player. On the top surface is a
glazed window through which a question or problem printed on a paper tape may be
seen. The child answers the question by moving one or more sliders upon which the
digits 0 through 9 are printed. The answer appears in square holes punched in the paper
upon which the question is printed. When the answer has been set, the child turns a
knob. The operation is as simple as adjusting a television set. If the answer is right, the
knob turns freely and can be made to ring a bell or provide some other conditioned
reinforcement. If the answer is wrong, the knob will not turn. A counter may be added
to tally wrong answers. The knob must then be reversed slightly and a second attempt
at a right answer made. (Unlike the flash-card, the device reports a wrong answer
without giving the right answer.) When the answer is right, a further turn of the knob
engages a clutch which moves the next problem into place in the window. This
movement cannot be completed, however, until the sliders have been returned to zero.

The important features of the device are these: Reinforcement for the right answer is
immediate. The mere manipulation of the device will probably be reinforcing enough
to keep the average pupil at work for a suitable period each day, provided traces of
carlier aversive control can be wiped out. A teacher may supervise an entire class at
work on such devices at the same time, yet each child may progress at his own rate,
completing as many problems as possible within the class period. If forced to be away
from school, he may return to pick up where he left off. The gifted child will advance
rapidly, but can be kept from getting too far ahead either by being excused from
arithmetic for a time or by being given special sets of problems which take him into
some of the interesting bypaths of mathematics.
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FIG. 1. A recent model of a teaching machine for the lower grades. The machine operates on the
principles described in the accompanying article. Material is presented in a window with a few
letters or figures missing. The pupil moves sliders which cause letters or figures to appear. When
an answer has been composed, the pupil turns a crank. If the answer was right, a new frame of
material moves into the window and the sliders return to their home position. If the material was
wrong, the sliders return but the frame remains and must be completed again.

The device makes it possible to present carefully designed material in which one
problem can depend upon the answer to the preceding and where, therefore, the most
efficient progress to an eventually complex repertoire can be made. Provision has been
made for recording the commonest mistakes so that the tapes can be modified as
experience dictates. Additional steps can be inserted where pupils tend to have trouble,
and ultimately the material will reach a point at which the answers of the average child
will almost always be right.

If the material itself proves not to be sufficiently reinforcing, other reinforcers in the
possession of the teacher or school may be made contingent upon the operation of the
device or upon progress through a series of problems. Supplemental reinforcement
would not sacrifice the advantages gained from immediate reinforcement and from the
possibility of constructing an optimal series of steps which approach the complex
repertoire of mathematical behavior most efficiently.

A similar device in which the sliders carry the letters of the alphabet has been
designed to teach spelling. In addition to the advantages which can be gained from
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precise reinforcement and careful programming, the device will teach reading at the
same time. It can also be used to establish the large and important repertoire of verbal
relationships encountered in logic and science. In short, it can teach verbal thinking. As
to content instruction, the device can be operated as a multiple-choice self-rater.

Some objections to the use of such devices in the classroom can easily be foreseen.
The cry will be raised that the child is being treated as a mere animal and that an
essentially human intellectual achievement is being analyzed in unduly mechanistic
terms. Mathematical behavior is usually regarded, not as a repertoire of responses
involving numbers and numerical operations, but as evidences of mathematical ability
or the exercise of the power of reason. It is true that the techniques which are emerging
from the experimental study of learning are not designed to “develop the mind” or to
further some vague “understanding” of mathematical relationships. They are designed,
on the contrary, to establish the very behaviors which are taken to be the evidences of
such mental states or processes. This is only a special case of the general change which
is under way in the interpretation of human affairs. An advancing science continues to
offer more and more convincing alternatives to traditional formulations. The behavior
in terms of which human thinking must eventually be defined is worth treating in its
own right as the substantial goal of education.

Of course the teacher has a more important function than to say right or wrong. The
changes proposed would free her for the effective exercise of that function. Marking a
set of papers in arithmetic—*“Yes, nine and six are fifteen; no, nine and seven are not
eighteen”—is beneath the dignity of any intelligent individual. There is more important
work to be done—in which the teacher’s relations to the pupil cannot be duplicated by
a mechanical device. Instrumental help would merely improve these relations. One
might say that the main trouble with education in the lower grades today is that the
child is obviously not competent and knows it and that the teacher is unable to do
anything about it and knows that too. If the advances which have recently been made in
our control of behavior can give the child a genuine competence in reading, writing,
spelling, and arithmetic, then the teacher may begin to function, not in lieu of a cheap
machine, but through intellectual, cultural, and emotional contacts of that distinctive
sort which testify to her status as a human being.

Another possible objection is that mechanized instruction will mean technological
unemployment. We need not worry about this until there are enough teachers to go
around and until the hours and energy demanded of the teacher are comparable to those
in other fields of employment. Mechanical devices will eliminate the more tiresome
labors of the teacher but they will not necessarily shorten the time during which she
remains in contact with the pupil.

A more practical objection: Can we afford to mechanize our schools? The answer is
clearly yes. The device I have just described could be produced as cheaply as a small
radio or phonograph. There would need to be far fewer devices than pupils, for they
could be used in rotation. But even if we suppose that the instrument eventually found
to be most effective would cost several hundred dollars and that large numbers of them
would be required, our economy should be able to stand the strain. Once we have
accepted the possibility and the necessity of mechanical help in the classroom, the
economic problem can easily be surmounted. There is no reason why the schoolroom
should be any less mechanized than, for example, the kitchen. A country which
annually produces millions of refrigerators, dish-washers, automatic washing-
machines, automatic clothes-driers, and automatic garbage disposers can certainly
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afford the equipment necessary to educate its citizens to high standards of competence
in the most effective way.

There is a simple job to be done. The task can be stated in concrete terms. The
necessary techniques are known. The equipment needed can easily be provided.
Nothing stands in the way but cultural inertia. But what is more characteristic of
America than an unwillingness to accept the traditional as inevitable? We are on the
threshold of an exciting and revolutionary period, in which the scientific study of man
will be put to work in man’s best interests. Education must play its part. It must accept
the fact that a sweeping revision of educational practices is possible and inevitable.
When it has done this, we may look forward with confidence to a school system which
is aware of the nature of its tasks, secure in its methods, and generously supported by
the informed and effective citizens whom education itself will create.

! See Schedules of Reinforcement.
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Teaching Machines

This paper, published in Science (1958, 128, 969-977) and reprinted here by
permission, was part of a report to the Fund for the Advancement of Education which
had sponsored a two-year test of machine instruction at the high-school and college
levels.

THERE ARE MORE people in the world than ever before, and a far greater part of them
want an education. The demand cannot be met simply by building more schools and
training more teachers. Education must become more efficient. To this end curricula
must be revised and simplified, and textbooks and classroom techniques improved. In
any other field a demand for increased production would have led at once to the
invention of labor-saving capital equipment. Education has reached this stage very late,
possibly through a misconception of its task. Thanks to the advent of television,
however, the so-called audio-visual aids are being re-examined. Film projectors,
television sets, phonographs, and tape recorders are finding their way into American
schools and colleges.

Audio-visual aids supplement and may even supplant lectures, demonstrations, and
textbooks. In doing so they serve one function of the teacher: they present material to
the student and, when successful, make it so clear and interesting that the student
learns. There is another function to which they contribute little or nothing. It is best
seen in the productive interchange between teacher and student in the small classroom
or tutorial situation. Much of that interchange has already been sacrificed in American
education in order to teach large numbers of students. There is a real danger that it will
be wholly obscured if use of equipment designed simply to present material becomes
widespread. The student is becoming more and more a mere passive receiver of
instruction.

Pressey’s Teaching Machines

There is another kind of capital equipment which will encourage the student to take
an active role in the instructional process. The possibility was recognized in the 1920’s,
when Sidney L. Pressey designed several machines for the automatic testing of
intelligence and information. A recent model of one of these is shown in Figure 1. In
using the device the student refers to a numbered item in a multiple-choice test. He
presses the button corresponding to his first choice of answer. If he is right, the device
moves on to the next item; if he is wrong, the error is tallied, and he must continue to

make choices until he is right.1 Such machines, Pressey pointed out,2 could not only
test and score, they could feach. When an examination is corrected and returned after a
delay of many hours or days, the student’s behavior is not appreciably modified. The
immediate report supplied by a self-scoring device, however, can have an important
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instructional effect. Pressey also pointed out that such machines would increase
efficiency in another way. Even in a small classroom the teacher usually knows that he
is moving too slowly for some students and too fast for others. Those who could go
faster are penalized, and those who should go slower are poorly taught and
unnecessarily punished by criticism and failure. Machine instruction would permit each
student to proceed at his own rate.

FIG. 1. Pressey’s self-testing machine. The device directs the student to a particular item in a
multiple-choice test. The student presses the key corresponding to his choice of answer. If correct,
the device advances to the next item. Errors are totaled.

The “industrial revolution in education” which Pressey envisioned stubbornly

refused to come about. In 1932 he expressed his disappointment.3 “The problems of
invention are relatively simple,” he wrote. “With a little money and engineering
resource, a great deal could easily be done. The writer has found from bitter experience
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that one person alone can accomplish relatively little and he is regretfully dropping
further work on these problems. But he hopes that enough may have been done to
stimulate other workers, that this fascinating field may be developed.”

Pressey’s machines succumbed in part to cultural inertia; the world of education was
not ready for them. But they also had limitations which probably contributed to their
failure. Pressey was working against a background of psychological theory which had
not come to grips with the learning process. The study of human learning was
dominated by the “memory drum” and similar devices originally designed to study
forgetting. Rate of learning was observed, but little was done to change it. Why the
subject of such an experiment bothered to learn at all was of little interest. “Frequency”
and “recency” theories of learning, and principles of “massed and spaced practice,”
concerned the conditions under which responses were remembered.

Pressey’s machines were designed against this theoretical background. As versions
of the memory drum, they were primarily testing devices. They were used after a
certain amount of learning had already taken place elsewhere. By confirming correct
responses and by weakening responses which should not have been acquired, a self-
testing machine does, indeed, teach; but it is not designed primarily for that purpose.
Nevertheless, Pressey seems to have been the first to emphasize the importance of
immediate feedback in education and to propose a system in which each student could
move at his own pace. He saw the need for capital equipment in realizing these
objectives. Above all he conceived of a machine which (in contrast with the audio-
visual aids which were beginning to be developed) permitted the student to play an
active role.

Another Kind of Machine

The learning process is now much better understood. Much of what we know has
come from studying the behavior of lower organisms, but the results hold surprisingly
well for human subjects. The emphasis in this research has not been on proving or
disproving theories but on discovering and controlling the variables of which learning
is a function. This practical orientation has paid off, for a surprising degree of control
has been achieved. By arranging appropriate “contingencies of reinforcement,” specific
forms of behavior can be set up and brought under the control of specific classes of
stimuli. The resulting behavior can be maintained in strength for long periods of time.
A technology based on this work has already been put to use in neurology,
pharmacology, nutrition, psychophysics, psychiatry, and elsewhere [see page 132].

The analysis is also relevant to education. A student is “taught” in the sense that he is
induced to engage in new forms of behavior and in specific forms upon specific
occasions. It is not merely a matter of teaching him what to do; we are as much
concerned with the probability that appropriate behavior will, indeed, appear at the
proper time—an issue which would be classed traditionally under motivation. In
education the behavior to be shaped and maintained is usually verbal, and it is to be

brought under the control of both verbal and nonverbal stimuli. Fortunately, the special

problems raised by verbal behavior can be submitted to a similar analysis.4

If our current knowledge of the acquisition and maintenance of verbal behavior is to
be applied to education, some sort of teaching machine is needed. Contingencies of
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reinforcement which change the behavior of lower organisms often cannot be arranged
by hand; rather elaborate apparatus is needed. The human organism requires even more
subtle instrumentation. An appropriate teaching machine will have several important
features. The student must compose his response rather than select it from a set of
alternatives, as in a multiple-choice self-rater. One reason for this is that we want him
to recall rather than recognize—to make a response as well as see that it is right.
Another reason is that effective multiple-choice material must contain plausible wrong
responses, which are out of place in the delicate process of “shaping” behavior because
they strengthen unwanted forms. Although it is much easier to build a machine to score
multiple-choice answers than to evaluate a composed response, the technical advantage
is outweighed by these and other considerations.

A second requirement of a minimal teaching machine also distinguishes it from
carlier versions. In acquiring complex behavior the student must pass through a
carefully designed sequence of steps, often of considerable length. Each step must be
so small that it can always be taken, yet in taking it the student moves somewhat closer
to fully competent behavior. The machine must make sure that these steps are taken in
a carefully prescribed order.

Several machines with the required characteristics have been built and tested. Sets of
separate presentations or “frames” of visual material are stored on disks, cards, or
tapes. One frame is presented at a time, adjacent frames being out of sight. In one type
of machine the student composes a response by moving printed figures or letters [see
page 189]. His setting is compared by the machine with a coded response. If the two
correspond, the machine automatically presents the next frame. If they do not, the
response is cleared, and another must be composed. The student cannot proceed to a
second step until the first has been taken. A machine of this kind is being tested in
teaching spelling, arithmetic, and other subjects in the lower grades.

For more advanced students—from junior high school, say, through college—a
machine which senses an arrangement of letters or figures is unnecessarily rigid in
specifying form of response. Fortunately, such students may be asked to compare their
responses with printed material revealed by the machine. In the machine shown in
Figure 2, material is printed in 30 radial frames on a 12-inch disk. The student inserts
the disk and closes the machine. He cannot proceed until the machine has been locked,
and, once he has begun, the machine cannot be unlocked. All but a corner of one frame
is visible through a window. The student writes his response on a paper strip exposed
through a second opening. By lifting a lever on the front of the machine, he moves
what he has written under a transparent cover and uncovers the correct response in the
remaining corner of the frame. If the two responses correspond, he moves the lever
horizontally. This movement punches a hole in the paper opposite his response,
recording the fact that he called it correct, and alters the machine so that the frame will
not appear again when the student works around the disk a second time. Whether the
response was correct or not, a second frame appears when the lever is returned to its
starting position. The student proceeds in this way until he has responded to all frames.
He then works around the disk a second time, but only those frames appear to which he
has not correctly responded. When the disk revolves without stopping, the assignment
is finished. (The student is asked to repeat each frame until a correct response is made
to allow for the fact that, in telling him that a response is wrong, such a machine tells
him what is right.)

The machine itself, of course, does not teach. It simply brings the student into
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contact with the person who composed the material it presents. It is a labor-saving
device because it can bring one programmer into contact with an indefinite number of
students. This may suggest mass production, but the effect upon each student is
surprisingly like that of a private tutor. The comparison holds in several respects. (i)
There is a constant interchange between program and student. Unlike lectures,
textbooks, and the usual audio-visual aids, the machine induces sustained activity. The
student is always alert and busy. (ii) Like a good tutor, the machine insists that a given
point be thoroughly understood, either frame by frame or set by set, before the student
moves on. Lectures, textbooks, and their mechanized equivalents, on the other hand,
proceed without making sure that the student understands and easily leave him behind.
(iii) Like a good tutor, the machine presents just that material for which the student is
ready. It asks him to take only that step which he is at the moment best equipped and
most likely to take. (iv) Like a skillful tutor, the machine helps the student to come up
with the right answer. It does this in part through the orderly construction of the
program and in part with techniques of hinting, prompting, suggesting, and so on,
derived from an analysis of verbal behavior. (v) Lastly, of course, the machine, like the
private tutor, reinforces the student for every correct response, using this immediate
feedback not only to shape his behavior most efficiently but to maintain it in strength in
a manner which the layman would describe as “holding the student’s interest.”
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FIG. 2. Student at work in the self-instruction room. One frame of material is partly visible in the
left-hand window. The student writes his response on a strip of paper exposed at the right. He then
lifts a lever with his left hand, advancing his written response under a transparent cover and
uncovering the correct response in the upper corner of the frame. If he is right, he moves the lever
to the right, punching a hole alongside the response he has called right and altering the machine so
that that frame will not appear again when he goes through the series a second time. A new frame
appears when the lever is returned to its starting position.

Programming Material

The success of such a machine depends on the material used in it. The task of
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programming a given subject is at first sight rather formidable. Many helpful
techniques can be derived from a general analysis of the relevant behavioral processes,
verbal and nonverbal. Specific forms of behavior are to be evoked and, through
differential reinforcement, brought under the control of specific stimuli.

This is not the place for a systematic review of available techniques, or of the kind of
research which may be expected to discover others. However, the machines themselves
cannot be adequately described without giving a few examples of programs. We may
begin with a set of frames (see Table 1) designed to teach a third- or fourth-grade pupil
to spell the word manufacture. The six frames are presented in the order shown and the
pupil moves sliders to expose letters in the open squares.

The word to be learned appears in bold face in frame 1, with an example and a
simple definition. The pupil’s first task is simply to copy it. When he does so correctly,
frame 2 appears. He must now copy selectively: he must identify fact as the common
part of manufacture and factory. This helps him to spell the word and also to acquire a
separable “atomic” verbal operant. In frame 3 another root must be copied selectively
from manual. In frame 4 the pupil must for the first time insert letters without copying.
Since he is asked to insert the same letter in two places, a wrong response will be
doubly conspicuous, and the chance of failure is thereby minimized. The same
principle governs frame 5. In frame 6 the pupil spells the word to complete the
sentence used as an example in frame 1. Even a poor student is likely to do this
correctly because he has just composed or completed the word five times, has made
two important root-responses, and has learned that two letters occur in the word twice.
He has probably learned to spell the word without having made a mistake.

Teaching spelling is mainly a process of shaping complex forms of behavior. In
other subjects—for example, arithmetic—responses must be brought under the control
of appropriate stimuli. Unfortunately, the material which has been prepared for
teaching arithmetic, with the help of Susan R. Meyer, does not lend itself to excerpting.
The numbers 0 through 9 are generated in relation to objects, quantities, and scales.
The operations of addition, subtraction, multiplication, and division are thoroughly
developed before the number 10 is reached. In the course of this the pupil composes
equations and expressions in a great variety of alternative forms. He completes not only
5+4= o, but 0 +4=9, 504=9, and so on, aided in most cases by illustrative materials.
No appeal is made to rote memorizing, even in the later acquisition of the tables. The
student is expected to arrive at 9 x 7 = 63, not by memorizing it as he would memorize
a line of poetry, but by putting into practice such principles as that nine times a number
is the same as ten times the number minus the number (both of these being “obvious”
or already well learned), that the digits in a multiple of nine add to nine, that in
composing successive multiples of nine one counts backwards (nine, eighteen, twenty-
seven, thirty-six, and so on), that nine times a single digit is a number beginning with
one less than the digit (nine times six is fifty something), and possibly even that the
product of two numbers separated by only one number is equal to the square of the
separating number minus one (the square of eight already being familiar from a special
series of frames concerned with squares).

TABLE 1
A SET OF FRAMES DESIGNED TO TEACH A THIRD- OR FOURTH-GRADE PUPIL TO

SPELL THE WORD manufacture
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1. Manufacture means to make or build. Chair factories manufacture chairs. Copy the
word here:

ooooopooooan

2. Part of the word is like part of the word factory. Both parts come from an old word
meaning make or build.

manuJOOOure

3. Part of the word is like part of the word manual. Both parts come from an old word
for hand. Many things used to be made by hand.

ooonfacture

4, The same letter goes in both spaces:
mnuf{Jcture

5. The same letter goes in both spaces:
man[dfactre

6. Chairfactories OO O OO0 0OO0OO0ONONO chairs.

Programs of this sort run to great length. At five or six frames per word, four grades
of spelling may require 20,000 or 25,000 frames, and three or four grades of arithmetic
as many again. If these figures seem large, it is only because we are thinking of the
normal contact between teacher and pupil. Admittedly, a teacher cannot supervise
10,000 or 15,000 responses made by each pupil per year. But the pupil’s time is not so
limited. In any case, surprisingly little time is needed. Fifteen minutes per day on a
machine should suffice for each of these programs, the machines being free for other
students for the rest of each day. (It is probably because traditional methods are so
inefficient that we have been led to suppose that education requires such a prodigious
part of a young person’s day.)

A simple technique used in programming material at the high-school or college
level, by means of the machine shown in Figure 2, is exemplified in teaching a student
to recite a poem. The first line is presented with several unimportant letters omitted.
The student must read the line “meaningfully” and supply the missing letters. The
second, third, and fourth frames present succeeding lines in the same way. In the fifth
frame the first line reappears with other letters also missing. Since the student has
recently read the line, he can complete it correctly. He does the same for the second,
third, and fourth lines. Subsequent frames are increasingly incomplete, and eventually
—say, after 20 or 24 frames—the student reproduces all four lines without external
help, and quite possibly without having made a wrong response. The technique is
similar to that used in teaching spelling: responses are first controlled by a text, but this
is slowly reduced (colloquially, “vanished”) until the responses can be emitted without
a text, each member in a series of responses being now under the “intraverbal” control
of other members.

“Vanishing” can be used in teaching other types of verbal behavior. When a student
describes the geography of part of the world or the anatomy of part of the body, or
names plants and animals from specimens or pictures, verbal responses are controlled
by nonverbal stimuli. In setting up such behavior the student is first asked to report
features of a fully labeled map, picture, or object, and the labels are then vanished. In
teaching a map, for example, the machine asks the student to describe spatial relations
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among cities, countries, rivers, and so on, as shown on a fully labeled map. He is then
asked to do the same with a map in which the names are incomplete or, possibly,
lacking. Eventually he is asked to report the same relations with no map at all. If the
material has been well programmed, he can do so correctly. Instruction is sometimes
concerned not so much with imparting a new repertoire of verbal responses as with
getting the student to describe something accurately in any available terms. The
machine can “make sure the student understands” a graph, diagram, chart, or picture by
asking him to identify and explain its features—correcting him, of course, whenever he
is wrong.

In addition to charts, maps, graphs, models, and so on, the student may have access
to auditory material. In learning to take dictation in a foreign language, for example, he
selects a short passage on an indexing phonograph according to instructions given by
the machine. He listens to the passage as often as necessary and then transcribes it. The
machine then reveals the correct text. The student may listen to the passage again to
discover the sources of any error. The indexing phonograph may also be used with the
machine to teach other language skills, as well as telegraphic code, music, speech, parts
of literary and dramatic appreciation, and other subjects.

A typical program combines many of these functions. The set of frames shown in
Table 2 is designed to induce the student of high-school physics to talk intelligently,
and to some extent technically, about the emission of light from an incandescent
source. In using the machine the student will write a word or phrase to complete a
given item and then uncover the corresponding word or phrase shown here in the
column at the right. The reader who wishes to get the “feel” of the material should
cover the right-hand column with a card, uncovering each line only after he has
completed the corresponding item.

Several programming techniques are exemplified by the set of frames in Table 2.
Technical terms are introduced slowly. For example, the familiar term fine wire in
frame 2 is followed by a definition of the technical term filament in frame 4; filament is
then asked for in the presence of the nonscientific synonym in frame 5 and without the
synonym in frame 9. In the same way glow, give off light, and send out light in early
frames are followed by a definition of emit with a synonym in frame 7. Various
inflected forms of emit then follow, and emit itself is asked for with a synonym in
frame 16. It is asked for without a synonym but in a helpful phrase in frame 30, and
emitted and emission are asked for without help in frames 33 and 34. The relation
between temperature and amount and color of light is developed in several frames
before a formal statement using the word temperature is asked for in frame 12.
Incandescent is defined and used in frame 13, is used again in frame 14, and is asked
for in frame 15, the student receiving a thematic prompt from the recurring phrase
“incandescent source of light.” A formal prompt is supplied by candle. In frame 25 the
new response energy is easily evoked by the words form of... because the expression
“form of energy” is used earlier in the frame. Energy appears again in the next two
frames and is finally asked for, without aid, in frame 28. Frames 30 through 35 discuss
the limiting temperatures of incandescent objects, while reviewing several kinds of
sources. The Figure 800 is used in three frames. Two intervening frames then permit
some time to pass before the response 800 is asked for.

TABLE 2

204



PART OF A PROGRAM IN HIGH SCHOOL PHYSICS. THE MACHINE PRESENTS ONE
ITEM AT A TIME. THE STUDENT COMPLETES THE ITEM AND THEN UNCOVERS
THE CORRESPONDING WORD OR PHRASE SHOWN AT THE RIGHT

10.

11.

12.

13.

14.

15.
16.

Sentence to be completed Word to be

supplied

The important parts of a flashlight are the battery and the bulb. bulb

When we “turn on” a flashlight, we close a switch which connects

the battery with the .

When we turn on a flashlight, an electric current flows through the bulb

fine wire in the —— and causes it to grow hot.

When the hot wire glows brightly, we say that it gives off or sends light

out heat and .

The fine wire in the bulb is called a filament. The bulb “lights up” electric

when the filament is heated by the passage of a(n) current.

When a weak battery produces little current, the fine wire, or filament

does not get very hot.

A filament which is /ess hot sends out or gives off light. less

“Emit” means “send out.” The amount of light sent out, or hot

“emitted,” by a filament depends on how —— the filament is.

The higher the temperature of the filament the the light brighter,

emitted by it. stronger

If a flashlight battery is weak, the in the bulb may still glow, filament

but with only a dull red color.

The light from a very hot filament is colored yellow or white. The red

light from a filament which is not very hot is colored ——.

A blacksmith or other metal worker sometimes makes sure that a color

bar of iron is heated to a “cherry red” before hammering it into

shape. He uses the of the light emitted by the bar to tell how

hot it is.

Both the color and the amount of light depend on the ofthe  temperature

emitting filament or bar.

An object which emits light because it is hot is called light

“incandescent.” A flashlight bulb is an incandescent source of

A neon tube emits light but remains cool. It is, therefore, not an source

incandescent of light.

A candle flame is hot. It is a(n) source of light. incandescent

The hot wick of a candle gives off small pieces or particles of emit

carbon which burn in the flame. Before or while burning, the hot
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17.

18.

19.

20.

21.

22.
23.
24.

25.

26.

27.

28.

29.

30.

31.

32.

particles send out, or ——, light.

A long candlewick produces a flame in which oxygen does not
reach all the carbon particles. Without oxygen the particles cannot
burn. Particles which do not burn rise above the flame as .

We can show that there are particles of carbon in a candle flame,
even when it is not smoking, by holding a piece of metal in the
flame. The metal cools some of the particles before they burn, and
the unburned carbon collect on the metal as soot.

The particles of carbon in soot or smoke no longer emit light
because they are than when they were in the flame.

The reddish part of a candle flame has the same color as the
filament in a flashlight with a weak battery. We might guess that
the yellow or white parts of a candle flame are than the
reddish part.

“Putting out” an incandescent electric light means turning off the
current so that the filament grows too —— to emit light.

Setting fire to the wick of an oil lamp is called —— the lamp.
The sun is our principal —— of light, as well as of heat.

The sun is not only very bright but very hot. It is a powerful ——
source of light.

Light is a form of energy. In “emitting light” an object changes, or
“converts,” one form of into another.

The electrical energy supplied by the battery in a flashlight is
converted to and .

If we leave a flashlight on, all the energy stored in the battery will
finally be changed or into heat and light.

The light from a candle flame comes from the
chemical changes as the candle burns.

released by

A nearly “dead” battery may make a flashlight bulb warm to the
touch, but the filament may still not be hot enough to emit light—
in other words, the filament will not be at that temperature.

Objects, such as a filament, carbon particles, or iron bars, become
incandescent when heated to about 800 degrees Celsius. At that
temperature they begin to ——

When raised to any temperature above 800 degrees Celsius, an
object such as an iron bar will emit light. Although the bar may
melt or vaporize, its particles will be no matter how hot they
get.

About 800 degrees Celsius is the lower limit of the temperature at
which particles emit light. There is no upper limit of the at
which emission of light occurs.
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33. Sunlight is

34. Complex changes similar to an atomic explosion generate the great ~ emission
heat which explains the of light by the sun.

35. Below about
source of light.

by very hot gases near the surface of the sun. emitted

degrees Celsius an object is not an incandescent 800

Unwanted responses are eliminated with special techniques. If, for example, the
second sentence in frame 24 were simply “It is a(n) —— source of light,” the two
very’s would frequently lead the student to fill the blank with strong or a synonym
thereof. This is prevented by inserting the word powerful to make a synonym
redundant. Similarly, in frame 3 the words heat and pre-empt the response heat, which
would otherwise correctly fill the blank.

The net effect of such material is more than the acquisition of facts and terms.
Beginning with a largely unverbalized acquaintance with flashlights, candles, and so
on, the student is induced to talk about familiar events, together with a few new facts,
with a fairly technical vocabulary. He applies the same terms to facts which he may
never before have seen to be similar. The emission of light from an incandescent source
takes shape as a topic or field of inquiry. An understanding of the subject emerges
which is often quite surprising in view of the fragmentation required in item building.

It is not easy to construct such a program. Where a confusing or elliptical passage in
a textbook is forgivable because it can be clarified by the teacher, machine material
must be self-contained and wholly adequate. There are other reasons why textbooks,
lecture outlines, and film scripts are of little help in preparing a program. They are
usually not logical or developmental arrangements of material but strategems which the
authors have found successful under existing classroom conditions. The examples they
give are more often chosen to hold the student’s interest than to clarify terms and
principles. In composing material for the machine, the programmer may go directly to
the point.

A first step is to define the field. A second is to collect technical terms, facts, laws,
principles, and cases. These must then be arranged in a plausible developmental order
—linear if possible, branching if necessary. A mechanical arrangement, such as a card
filing system, helps. The material is distributed among the frames of a program to
achieve an arbitrary density. In the final composition of an item, techniques for
strengthening asked-for responses and for transferring control from one variable to
another are chosen from a list according to a given schedule in order to prevent the
establishment of irrelevant verbal tendencies appropriate to a single technique. When
one set of frames has been composed, its terms and facts are seeded mechanically
among succeeding sets, where they will again be referred to in composing later items to
make sure that the earlier repertoire remains active. Thus, the technical terms, facts,
and examples in Table 2 have been distributed for reuse in succeeding sets on
reflection, absorption, and transmission, where they are incorporated into items dealing
mainly with other matters. Sets of frames for explicit review can, of course, be
constructed. Further research will presumably discover other, possibly more effective,
techniques. Meanwhile, it must be admitted that a considerable measure of art is
needed in composing a successful program.

Whether good programming is to remain an art or to become a scientific technology,
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it is reassuring to know that there is a final authority—the student. An unexpected
advantage of machine instruction has proved to be the feedback to the programmer. In
the elementary school machine, provision is made for discovering which frames
commonly yield wrong responses, and in the high-school and college machine the
paper strips bearing written answers are available for analysis. A trial run of the first
version of a program quickly reveals frames which need to be altered, or sequences
which need to be lengthened. One or two revisions in the light of a few dozen
responses work a great improvement. No comparable feedback is available to the
lecturer, textbook writer, or maker of films. Although one text or film may seem to be
better than another, it is usually impossible to say, for example, that a given sentence
on a given page or a particular sequence in a film is causing trouble.

Difficult as programming is, it has its compensations. It is a salutary thing to try to
guarantee a right response at every step in the presentation of a subject matter. The
programmer will usually find that he has been accustomed to leave much to the student
—that he has frequently omitted essential steps and neglected to invoke relevant points.
The responses made to his material may reveal surprising ambiguities. Unless he is
lucky, he may find that he still has something to learn about his subject. He will almost
certainly find that he needs to learn a great deal more about the behavioral changes he
is trying to induce in the student. This effect of the machine in confronting the
programmer with the full scope of his task may in itself produce a considerable
improvement in education.

Composing a set of frames can be an exciting exercise in the analysis of knowledge.
The enterprise has obvious bearings on scientific methodology. There are hopeful signs
that the epistemological implications will induce experts to help in composing
programs. The expert may be interested for another reason. We can scarcely ask a
topflight mathematician to write a primer in second-grade arithmetic if it is to be used
by the average teacher in the average classroom. But a carefully controlled machine
presentation and the resulting immediacy of contact between programmer and student
offer a very different prospect, which may be enough to induce those who know most
about the subject to give some thought to the nature of arithmetical behavior and to the
various forms in which such behavior should be set up and tested.

Can Material Be Too Easy?

The traditional teacher may view these programs with concern. He may be
particularly alarmed by the effort to maximize success and minimize failure. He has
found that students do not pay attention unless they are worried about the consequences
of their work. The customary procedure has been to maintain the necessary anxiety by
inducing errors. In recitation, the student who obviously knows the answer is not too
often asked; a test item which is correctly answered by everyone is discarded as
nondiscriminating; problems at the end of a section in a textbook in mathematics
generally include one or two very difficult items; and so on. (The teacher-turned-
programmer may be surprised to find this attitude affecting the construction of items.
For example, he may find it difficult to allow an item to stand which “gives the point
away.” Yet if we can solve the motivational problem with other means, what is more
effective than giving a point away?) Making sure that the student knows he doesn’t
know is a technique concerned with motivation, not with the learning process.
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Machines solve the problem of motivation in other ways. There is no evidence that
what is easily learned is more readily forgotten. If this should prove to be the case,
retention may be guaranteed by subsequent material constructed for an equally painless
review.

The standard defense of “hard” material is that we want to teach more than subject
matter. The student is to be challenged and taught to “think.” The argument is
sometimes little more than a rationalization for a confusing presentation, but it is
doubtless true that lectures and texts are often inadequate and misleading by design.
But to what end? What sort of “thinking” does the student learn in struggling through
difficult material? It is true that those who learn under difficult conditions are better
students, but are they better because they have surmounted difficulties or do they
surmount them because they are better? In the guise of teaching thinking we set
difficult and confusing situations and claim credit for the students who deal with them
successfully.

The trouble with deliberately making education difficult in order to teach thinking is
(i) that we must remain content with the students thus selected, even though we know
that they are only a small part of the potential supply of thinkers, and (ii) that we must
continue to sacrifice the teaching of subject matter by renouncing effective but “easier”
methods. A more sensible program is to analyze the behavior called “thinking” and
produce it according to specifications. A program specifically concerned with such
behavior could be composed of material already available in logic, mathematics,
scientific method, and psychology. Much would doubtless be added in completing an
effective program. The machine has already yielded important relevant by-products.
Immediate feedback encourages a more careful reading of programmed material than is
the case in studying a text, where the consequences of attention or inattention are so
long deferred that they have little effect on reading skills. The behavior involved in
observing or attending to detail—as in inspecting charts and models or listening closely
to recorded speech—is efficiently shaped by the contingencies arranged by the
machine. And when an immediate result is in the balance, a student will be more likely
to learn how to marshal relevant material, to concentrate on specific features of a
presentation, to reject irrelevant materials, to refuse the easy but wrong solution, and to
tolerate indecision, all of which are involved in effective thinking.

Part of the objection to easy material is that the student will come to depend on the
machine and will be less able than ever to cope with the inefficient presentations of
lectures, textbooks, films, and “real life.” This is indeed a problem. All good teachers
must “wean” their students, and the machine is no exception. The better the teacher, the
more explicit must the weaning process be. The final stages of a program must be so
designed that the student no longer requires the helpful conditions arranged by the
machine. This can be done in many ways—among others by using the machine to
discuss material which has been studied in other forms. These are questions which can
be adequately answered only by further research.

No large-scale “evaluation” of machine teaching has yet been attempted. We have so
far been concerned mainly with practical problems in the design and use of machines,
and with testing and revising sample programs. The machine shown in Figure 2 was
built and tested with a grant from the Fund for the Advancement of Education. Material
has been prepared and tested with the collaboration of Lloyd E. Homme, Susan R.

Meyer, and James G. Holland.” The self-instruction room shown in F igure 3 was set up
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under this grant. It contains ten machines and was recently used to teach part of a
course in human behavior to Harvard and Radcliffe undergraduates. Nearly 200
students completed 48 disks (about 1400 frames) prepared with the collaboration of
Holland. The factual core of the course was covered, corresponding to about 200 pages

of the text.® The median time required to finish 48 disks was 14% hours. The students
were not examined on the material but were responsible for the text which overlapped
it. Their reactions to the material and to self-instruction in general have been studied
through interviews and questionnaires. Both the machines and the material are now
being modified in the light of this experience, and a more explicit evaluation will then
be made.

FIG. 3. Self-instruction room in Sever Hall at Harvard. Ten booths contain teaching machines,
some equipped with indexing phonographs.

Meanwhile, it can be said that the expected advantages of machine instruction were
generously confirmed. Unsuspected possibilities were revealed which are now
undergoing further exploration. Although it is less convenient to report to a self-
instruction room than to pick up a textbook in one’s room or elsewhere, most students
felt that they had much to gain in studying by machine. Most of them worked for an
hour or more with little effort, although they often felt tired afterwards, and they
reported that they learned much more in less time and with less effort than in
conventional ways. No attempt was made to point out the relevance of the material to
crucial issues, personal or otherwise, but the students remained interested. (Indeed, one
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change in the reinforcing contingencies suggested by the experiment is intended to
reduce the motivational level.) An important advantage proved to be that the student
always knew where he stood, without waiting for an hour test or final examination.

Some Questions

Several questions are commonly asked when teaching machines are discussed.
Cannot the results of laboratory research on learning be used in education without
machines? Of course they can. They should lead to improvements in textbooks, films,
and other teaching materials. Moreover, the teacher who really understands the
conditions under which learning takes place will be more effective, not only in teaching
subject matter but in managing the class. Nevertheless, some sort of device is necessary
to arrange the subtle contingencies of reinforcement required for optimal learning if
each student is to have individual attention. In nonverbal skills this is usually obvious;
texts and instructor can guide the learner but they cannot arrange the final
contingencies which set up skilled behavior. It is true that the verbal skills at issue here
are especially dependent upon social reinforcement, but it must not be forgotten that
the machine simply mediates an essentially verbal relation. In shaping and maintaining
verbal knowledge we are not committed to the contingencies arranged through
immediate personal contact.

Machines may still seem unnecessarily complex compared with other mediators such
as workbooks or self-scoring test forms. Unfortunately, these alternatives are not
acceptable. When material is adequately programmed, adjacent steps are often so
similar that one frame reveals the response to another. Only some sort of mechanical
presentation will make successive frames independent of each other. Moreover, in self-
instruction an automatic record of the student’s behavior is especially desirable, and for
many purposes it should be fool-proof. Simplified versions of the present machines
have been found useful—for example, in the work of Ferster and Sapon, of Porter, and
of Gilbert—but the mechanical and economic problems are so easily solved that a
machine with greater capabilities is fully warranted.

Will machines replace teachers? On the contrary, they are capital equipment to be
used by teachers to save time and labor. In assigning certain mechanizable functions to
machines, the teacher emerges in his proper role as an indispensable human being. He
may teach more students than heretofore—this is probably inevitable if the world-wide
demand for education is to be satisfied—but he will do so in fewer hours and with
fewer burdensome chores. In return for his greater productivity he can ask society to
improve his economic condition.

The role of the teacher may well be changed, for machine instruction will affect
several traditional practices. Students may continue to be grouped in “grades” or
“classes,” but it will be possible for each to proceed at his own level, advancing as
rapidly as he can. The other kind of “grade” will also change its meaning. In traditional
practice a C means that a student has a smattering of a whole course. But if machine
instruction assures mastery at every stage, a grade will be useful only in showing how
far a student has gone. C might mean that he is halfway through a course. Given
enough time he will be able to get an 4; and since 4 is no longer a motivating device,
this is fair enough. The quick student will meanwhile have picked up A’s in other
subjects.
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Differences in ability raise other questions. A program designed for the slowest
student in the school system will probably not seriously delay the fast student, who will
be free to progress at his own speed. (He may profit from the full coverage by filling in
unsuspected gaps in his repertoire.) If this does not prove to be the case, programs can
be constructed at two or more levels, and students can be shifted from one to the other
as performances dictate. If there are also differences in “types of thinking,” the extra
time available for machine instruction may be used to present a subject in ways
appropriate to many types. Each student will presumably retain and use those ways
which he finds most useful. The kind of individual difference which arises simply
because a student has missed part of an essential sequence (compare the child who has
no “mathematical ability” because he was out with the measles when fractions were
first taken up) will simply be eliminated.

Other Uses

Self-instruction by machine has many special advantages apart from educational
institutions. Home study is an obvious case. In industrial and military training it is
often inconvenient to schedule students in groups, and individual instruction by
machine should be a feasible alternative. Programs can also be constructed in subjects
for which teachers are not available—for example, when new kinds of equipment must
be explained to operators and repairmen, or where a sweeping change in method finds

teachers unprepared.7 Education sometimes fails because students have handicaps
which make a normal relationship with a teacher difficult or impossible. (Many blind
children are treated today as feeble-minded because no one has had the lime or patience
to make contact with them. Deaf-mutes, spastics, and others suffer similar handicaps.)
A teaching machine can be adapted to special kinds of communication—as, for
example, Braille—and, above all, it has infinite patience.

Conclusions

An analysis of education within the framework of a science of behavior has broad
implications. Our schools, in particular our “progressive” schools, are often held
responsible for many current problems—including juvenile delinquency and the threat
of a more powerful foreign technology. One remedy frequently suggested is a return to
older techniques, especially to a greater “discipline” in schools. Presumably this is to
be obtained with some form of punishment, to be administered either with certain
classical instruments of physical injury—the dried bullock’s tail of the Greek teacher or
the cane of the English schoolmaster—or as disapproval or failure, the frequency of
which is to be increased by “raising standards.” This is probably not a feasible solution.
Not only education but Western culture as a whole is moving away from aversive
practices. We cannot prepare young people for one kind of life in institutions organized
on quite different principles. The discipline of the birch rod may facilitate learning, but
we must remember that it also breeds followers of dictators and revolutionists.

In the light of our present knowledge a school system must be called a failure if it
cannot induce students to learn except by threatening them for not learning. That this
has always been the standard pattern simply emphasizes the importance of modern
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techniques. John Dewey was speaking for his culture and his time when he attacked
aversive educational practices and appealed to teachers to turn to positive and humane
methods. What he threw out should have been thrown out. Unfortunately he had too
little to put in its place. Progressive education has been a temporizing measure which
can now be effectively supplemented. Aversive practices can not only be replaced, they
can be replaced with far more powerful techniques. The possibilities should be
thoroughly explored if we are to build an educational system which will meet the
present demand without sacrificing democratic principles.

The material in Table 3 is taken from the program for the author’s course in Human
Behavior mentioned in the preceding article. It is added here as a further illustration
and for purposes mentioned in the Preface.

TABLE 3

A SeT ofF Frames DEesicnNED To TeEACH A STUDENT To READ A CumuLaTIVE RECORD

Material presented to the student Responses to be made

Fic. 1

1. Fig. 1. A broad strip of paper is unwinding from a roll.
The end of the strip is moving slowly and steadily toward
the left. A pen held against the paper in a fixed position
has drawn a line beginning at (1) and ending at

(2)

(1)a ()&
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b

Fic. 2

2. Fig. 2. The slow movement of the paper under the fixed
pen has drawn the horizontal line from (1) to
(2) . At b the pen suddenly moved a short distance

upward to (3)

(1)a (2)& (3)¢

Fic. 3

3. In Fig. 3 the paper has moved a short distance beyond the
position shown in Fig. 2. The fixed pen has drawn a sec-

ond horizomal line from —_ w | cd
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. In Fig. 3 the pen has been in the four positions @, &, ¢, 4.
It occupied position (1) first and (2) last. (1)a (2)d

. Fig. 3. The time which elapsed between ¢ and d was
than the time which elapsed beween a and &. shorter, less

Fic. 4

. In recording the responses made by an organism, the pen
moves upward and draws a short vertical line cach time
a response is made. In Fig. 4, an experiment began when

the pen was at @. The first response was made at &
. In Fig. 4 three responses were made fairly quickly, and at
a steady rate, at . , and cde.
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I2.

. In Fig. 5 the more rapid the responding, the

=

b

<—l -”EJ

Fic. 5

. In Fig. 5 the three responses recorded at @ were emitted

rapidly then the three at &.
. The more rapid the responding, the the pauses
between responses.
. The higher the rate of responding, the the hori-

zontal line drawn by the pen berween successive responses.

the

slope of the step-like line.
Rate of responding is shown by the

linc.

of the step-like
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Fic. 6

13. Fig. 6. Responding begins at a relatively high rate at a.
The time between successive responses grows progres-

sively longer, greater

14. In Fig. 6 the slope of the first part of the curve drawn by

the pen beginning at 4 is relatively steep, great

Fic. 7
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15. In Fig. 7 the rate increases fairly steadily from a low value

near (1) to a high value near (2) . (1)a (2)b
16. An increase in rate is called positive acceleration. Positive

acceleration is shown in Fig. (6 or 7). 7
17. Negative acceleration refers to a(n) in rate. decrease
18. Negative acceleration is shown in Fig (6 or 7). 6

PR

Fic. 8
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19. To record other events which occur while an animal is re-

20,

21.

23.

25,

2h.

. In Fig. 10, below, a response was reinforced at

sponding, the pen swings quickly “to the southeast” and
back again. In Fig. 8 the pen has just drawn a line from
(1} to (2) The point of the pen will im-
mediately return to (3)

Fig. 8. The short mark (“harch” or “pip") at was
made by the same movement of the pen as shown at d-.

The “southeast” mark or hatch is often used to indicate
that a response has been reinforced (rewarded). In Fig. 8
reinforced responses were recorded by the vertical marks
at and

[n practice, the vertical mark made by a single response is
too small to be easily identified. However, we can still use
the of the curve at any point as a valid indicator
of rate of responding.

. In Fig. 10, below, the rate was highest between (1)
and ——, zero between (2) and , and of
an intermediate value berween (3) and

b
{ﬂ 100
i w
=
Qso
a i : 19
MINUTES
Fic. g

When the steps are so small that we cannot count re-
sponses, we can still determine the number of responses
between two points on the record by using a scale. In Fig.
9 the scale at the right tells us that approximately
responses were made between 2 and & in the cumulative
record at the left.

If the paper moves very slowly, we may not be able to
measure accurately the time between two responses, but
we can still determine the time elapsing between two
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chosen points. In Fig. g the scale at the right tells us thar
responses at a and & in the cumulative record at the left
occurred approximately minutes apart, 5

Yrico
L]
z
2 5 10
a 3
W MINUTES
Fis. 10

27. In Fig. 10 after completing about 100 responses, between
@ and #, the animal paused for a short period, (1)
to (2)——, and then emitted about (3) responses
between ¢ and 4. t (1) (2)c (3)100

28. When 3 cumulative curve is used to record animal be.  rate of responding,
havior the slope indicates response rate.

2g. “Rate of responding” means number of responses per unit
time. In a cumulative record, number of responses can be
determined from the distance traversed by the pen in a
direction. vertical

30. In a cumulative record, time is indicated by the distance
traversed by the pen in a direction. horizontal

! The Navy’s “Self-Rater,” is a larger version of Pressey’s machine. The items are
printed on code-punched plastic cards fed by the machine. The time required to
answer is taken into account in scoring.

2 Pressey, S. L. School and Society, 23, 586 (1926).
3 Pressey, S. L. School and Society, 36, 934 (1932).
4 See Verbal Behavior-.

> Dr. Homme prepared sets of frames for teaching part of college physics (kinematics),
and Mrs. Meyer has prepared and informally tested material in remedial reading and
vocabulary building at the junior high school level. Others who have contributed to
the development of teaching machines should be mentioned. Nathan H. Azrin
cooperated with me in testing a version of a machine to teach arithmetic. C. B.
Ferster and Stanley M. Sapon used a simple “machine” to teach German [see “An
application of recent developments in psychology to the teaching of German,”
Harvard Educational Rev. 28, 1 (1958)]. Douglas Porter, of the Graduate School of
Education at Harvard, has made an independent schoolroom test of machine
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instruction in spelling [see “Teaching machines,” Harvard Graduate School of Educ.
Assoc. Bull. 3, 1 (1958)]. Devra Cooper has experimented with the teaching of
English composition for freshmen at the University of Kentucky. Thomas F. Gilbert,
of the University of Georgia, has compared standard and machine instruction in an
introductory course in psychology, and with the collaboration of J. E. Jewett has
prepared material in algebra.

6 Science and Human Behavior.

7 Menger, K. New approach to teaching intermediate mathematics. Science, 127 3310
(1958).
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Why We Need Teaching Machines

Current suggestions for improving education are familiar to everyone. We need more
and better schools and colleges. We must pay salaries which will attract and hold good
teachers. We should group students according to ability. We must bring textbooks and
other materials up-to-date, particularly in science and mathematics. And so on. It is
significant that all this can be done without knowing much about teaching or learning.
Those who are most actively concerned with improving education seldom discuss what
is happening when a student reads a book, writes a paper, listens to a lecture, or solves
a problem, and their proposals are only indirectly designed to make these activities
more productive. In short, there is a general neglect of educational method. (Television
is no exception, for it is only a way of amplifying and extending o/d methods, together
with their shortcomings.)

It is true that the psychology of learning has so far not been very helpful in
education. Its learning curves and its theories of learning have not yielded greatly
improved classroom practices. But it is too early to conclude that nothing useful is to
be learned about the behavior of teacher and student. No enterprise can improve itself
very effectively without examining its basic processes. Fortunately, recent advances in
the experimental analysis of behavior suggest that a true technology of education is
feasible. Improved techniques are available to carry out the two basic assignments of
education: constructing extensive repertoires of verbal and nonverbal behavior and
generating that high probability of action which is said to show interest, enthusiasm, or
a strong “desire to learn.”

The processes clarified by an experimental analysis of behavior have, of course,
always played a part in education, but they have been used with little understanding of
their effects, wanted or unwanted. Whether by intention or necessity, teachers have
been less given to teaching than to holding students responsible for learning. Methods
are still basically aversive. The student looks, listens, and answers questions (and,
incidentally, sometimes learns) as a gesture of avoidance or escape. A good teacher can
cite exceptions, but it is a mistake to call them typical. The birch rod and cane are gone,
but their place has been taken by equally effective punishments (criticism, possibly
ridicule, failure) used in the same way: the student must learn, or else!

By-products of aversive control in education range from truancy, early drop-outs,
and school-vandalism to inattention, “mental fatigue,” forgetting, and apathy. It does
not take a scientific analysis to trace these to their sources in educational practice. But
more acceptable techniques have been hard to find. Erasmus tells of an English
gentleman who tried to teach his son Greek and Latin without punishment. He taught
the boy to use a bow and arrow and set up targets in the shape of Greek and Latin
letters, rewarding each hit with a cherry. Erasmus suggested cutting letters (“from
delicious biscuits”). As a result, we may assume that the boy salivated slightly upon
seeing a Greek or Latin text and that he was probably a better archer; but any effect on
his knowledge of Greek and Latin is doubtful.
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Current efforts to use rewards in education show the same indirection. Texts
garnished with pictures in four colors, exciting episodes in a scientific film, interesting
classroom activities—these will make a school interesting and even attractive (just as
the boy probably liked his study of Greek and Latin), but to generate specific forms of
behavior these things must be related to the student’s behavior in special ways. Only
then will they be truly rewarding or, technically speaking, “reinforcing.”

We make a reinforcing event contingent on behavior when, for example, we design a
piece of equipment in which a hungry rat or monkey or chimpanzee may press a lever
and immediately obtain a bit of food. Such a piece of equipment gives us a powerful
control over behavior. By scheduling reinforcements, we may maintain the behavior of
pressing the lever in any given strength for periods of time. By reinforcing special
kinds of responses to the lever—for example, very light or very heavy presses or those
made with one hand or the other—we “shape” different forms or topographies of
behavior. By reinforcing only when particular stimuli or classes of stimuli are present,
we bring the behavior under the control of the environment. All these processes have
been thoroughly investigated, and they have already yielded standard laboratory
practices in manipulating complex forms of behavior for experimental purposes. They
are obviously appropriate to educational design.

In approaching the problem of the educator we may begin by surveying available
reinforcers. What positive reasons can we give the student for studying? We can point
to the ultimate advantages of an education—to the ways of life which are open only to
educated men—and the student himself may cite these to explain why he wants an
education, but ultimate advantages are not contingent on behavior in ways which
generate action. Many a student can testify to the result. No matter how much he may
want to become a doctor or an engineer, say, he cannot force himself to read and
remember the page of text in front of him at the moment. All notions of ultimate utility
(as, for example, in economics) suffer from the same shortcoming: they do not specify
effective contingencies of reinforcement.

The gap between behavior and a distant consequence is sometimes bridged by a
series of “conditioned reinforcers.” In the laboratory experiment just described a delay
of even a fraction of a second between the response to the lever and the appearance of
food may reduce the effectiveness of the food by a measurable amount. It is standard
practice to let the movement of a lever produce some visual stimulus, such as a change
in the illumination in the apparatus, which is then followed by food. In this way the
change in illumination becomes a conditioned reinforcer which can be made
immediately contingent on the response. The marks, grades, and diplomas of education
are conditioned reinforcers designed to bring ultimate consequences closer to the
behavior reinforced. Like prizes and medals, they represent the approval of teachers,
parents, and others; and they show competitive superiority, but they are mainly
effective because they signalize progress through the system—toward some ultimate
advantage of, or at least freedom from, education. To this extent they bridge the gap
between behavior and its remote consequences; but they are still not contingent on
behavior in a very effective way.

Progressive education tried to replace the birch rod, and at the same time avoid the
artificiality of grades and prizes, by bringing the reinforcers of everyday life into the
schools. Such natural contingencies have a kind of guaranteed effectiveness. But a
school is only a small part of the student’s world, and no matter how real it may seem,
it cannot provide natural reinforcing consequences for all the kinds of behavior which

223



education is to set up. The goals of progressive education were shifted to conform to
this limitation, and many worthwhile assignments were simply abandoned.

Fortunately, we can solve the problem of education without discovering or inventing
additional reinforcers. We merely need to make better use of those we have. Human
behavior is distinguished by the fact that it is affected by small consequences.
Describing something with the right word is often reinforcing. So is the clarification of
a temporary puzzlement, or the solution of a complex problem, or simply the
opportunity to move forward after completing one stage of an activity. We need not
stop to explain why these things are reinforcing. It is enough that, when properly
contingent upon behavior, they provide the control we need for successful educational
design. Proper contingencies of reinforcement, however, are not always easily
arranged. A modern laboratory for the study of behavior contains elaborate equipment
designed to control the environment of individual organisms during many hours or
days of continuous study. The required conditions and changes in conditions cannot be
arranged by hand, not only because the experimenter does not have the time and
energy, but because many contingencies are too subtle and precise to be arranged
without instrumental help. The same problem arises in education.

Consider, for example, the temporal patterning of behavior called “rhythm.”
Behavior is often effective only if properly timed. Individual differences in timing,
ranging from the most awkward to the most skillful performances, affect choice of
career and of artistic interests and participation in sports and crafts. Presumably a
“sense of thythm” is worth teaching, yet practically nothing is now done to arrange the
necessary contingencies of reinforcement. The skilled typist, tennis player, lathe
operator, or musician is, of course, under the influence of reinforcing mechanisms
which generate subtle timing, but many people never reach the point at which these
natural contingencies can take over.

The relatively simple device shown in Figure 1 supplies the necessary contingencies.
The student taps a rhythmic pattern in unison with the device. “Unison” is specified
very loosely at first (the student can be a little early or late at each tap) but the
specifications are slowly sharpened. The process is repeated for various speeds and
patterns. In another arrangement, the student echoes rhythmic patterns sounded by the
machine, though not in unison, and again the specifications for an accurate
reproduction are progressively sharpened. Rhythmic patterns can also be brought under
the control of a printed score.

Another kind of teaching machine generates sensitivity to properties of the
environment. We call an effective person “discriminating.” He can tell the difference
between the colors, shapes, and sizes of objects, he can identify three-dimensional
forms seen from different aspects, he can find patterns concealed in other patterns, he
can identify pitches, intervals, and musical themes and distinguish between different
tempos and rhythms—and all of this in an almost infinite variety. Subtle
discriminations of this sort are as important in science and industry and in everyday life
as in identifying the school of a painter or the period of a composer.
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Will Rapport

FIG. 1. A machine to teach “a good sense of rhythm.”

The ability to make a given kind of discrimination can be taught. A pigeon, for
example, can be made sensitive to the color, shape, and size of objects, to pitches, and
rhythms, and so on—simply by reinforcing it when it responds in some arbitrary way to
one set of stimuli and extinguishing responses to all others. The same kinds of
contingencies of reinforcement are responsible for human discriminative behavior. The
remarkable fact is that they are quite rare in the environment of the average child.
True, children are encouraged to play with objects of different sizes, shapes, and colors,
and are given a passing acquaintance with musical patterns; but they are seldom
exposed to the precise contingencies needed to build subtle discriminations. It is not
surprising that most of them move into adulthood with largely undeveloped “abilities.”

The number of reinforcements required to build discriminative behavior in the
population as a whole is far beyond the capacity of teachers. Too many teachers would
be needed, and many contingencies are too subtle to be mediated by even the most
skillful. Yet relatively simple machines will suffice. The apparatus shown in Figure 2 is
adapted from research on lower organisms. It teaches an organism to discriminate
selected properties of stimuli while “matching to sample.” Pictures or words are
projected on translucent windows which respond to a touch by closing circuits. A child
can be made to “look at the sample” by reinforcing him for pressing the top window.
An adequate reinforcement for this response is simply the appearance of material in the
lower windows, from which a choice is to be made.

The child identifies the material which corresponds to the sample in some prescribed
way by pressing one of the lower windows, and he is then reinforced again—possibly
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simply because a new set of materials now appears on the windows. If he presses the
wrong window, all three choices disappear until the top window has been pressed again
—which means until he has again looked at the sample. Many other arrangements of
responses and reinforcements are, of course, possible. In an auditory version, the child
listens to a sample pattern of tones and then explores other samples to find a match.

Will Rapport

FIG. 2. A machine to teach the matching of colors, shapes, sizes, as well as correspondences
between pictures and words, words and other words, and so on.

If devices similar to these shown in Figures 1 and 2 were generally available in our
nursery schools and kindergartens, our children would be far more skillful in dealing
with their environments. They would be more productive in their work, more sensitive
to art and music, better at sports, and so on. They would lead more effective lives. We
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cannot assert all this with complete confidence on the present evidence, but there is no
doubt whatsoever that the conditions needed to produce such a state of affairs are now
lacking. In the light of what we know about differential contingencies of reinforcement,
the world of the young child is shamefully impoverished. And only machines will
remedy this, for the required frequency and subtlety of reinforcement cannot otherwise
be arranged.

The teacher is, of course, at a disadvantage in teaching skilled and discriminative
behavior because such instruction is largely nonverbal. It may be that the methods of
the classroom, in which the teacher is said to “communicate” with the student, to
“impart information,” and to build “verbal abilities,” are better adapted to standard
subject matters, the learning of which is usually regarded as more than the acquisition
of forms of behavior or of environmental control. Yet a second look may be
worthwhile. Traditional characterizations of verbal behavior raise almost insuperable
problems for a teacher, and a more rigorous analysis suggests another possibility. We
can define terms like “information,” “knowledge,” and “verbal ability” by reference to
the behavior from which we infer their presence. We may then teach the behavior
directly. Instead of “transmitting information to the student” we may simply set up the
behavior which is taken as a sign that he possesses information. Instead of teaching a
“knowledge of French” we may teach the behavior from which we infer such
knowledge. Instead of teaching “an ability to read” we may set up the behavioral
repertoire which distinguishes the child who knows how to read from one who does
not.

To take the last example, a child reads or “shows that he knows how to read” by
exhibiting a behavioral repertoire of great complexity. He finds a letter or word in a list
on demand; he reads aloud; he finds or identifies objects described in a text; he
rephrases sentences; he obeys written instructions; he behaves appropriately to
described situations; he reacts emotionally to described events; and so on, in a long list.
He does none of this before learning to read and all of it afterwards. To bring about
such a change is an extensive assignment, and it is tempting to try to circumvent it by
teaching something called “an ability to read” from which all these specific behaviors
will flow. But this has never actually been done. “Teaching reading” is always directed
toward setting up specific items in such a repertoire.

It is true that parts of the repertoire are not independent. A student may acquire some
kinds of responses more readily for having acquired others, and he may for a time use
some in place of others (for example, he may follow written directions not by
responding directly to a text but by following his own spoken instructions as he reads
the text aloud). In the long run all parts of the repertoire tend to be filled in, not because
the student is rounding out an ability to read, but simply because all parts are in their
several ways useful. They all continue to be reinforced by the world at large after the
explicit teaching of reading has ceased.

Viewed in this way, reading can also be most effectively taught with instrumental
help. A pupil can learn to distinguish among letters and groups of letters in an alphabet
simply as visual patterns in using the device and procedures just described. He can be
taught to identify arbitrary correspondences (for example, between capitals and lower-
case letters, or between handwritten and printed letters) in a more complex type of
stimulus control which is within reach of the same device. With a phonographic
attachment, correspondences between printed letters and sounds, between sounds and
letters, between words and sounds, between sounds and printed words, and so on, can
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be set up. (The student could be taught all of this without pronouncing a word, and it is
possible that he would learn good pronunciation more quickly if he had first done so.)

The same device can teach correspondences between words and the properties of
objects. The pupil selects a printed or spoken word which corresponds in the language
to, say, a pictured object or another printed or spoken word. These semantic
correspondences differ in important respects from formal matches, but the same
processes of programming and reinforcement can—indeed, must—be used. Traditional
ways of teaching reading establish all these repertoires, but they do so indirectly and,
alas, inefficiently. In “building a child’s need to read,” in motivating “his mental
readiness,” in “sharing information,” and so on, the teacher arranges, sometimes almost
surreptitiously, many of the contingencies just listed, and these are responsible for
whatever is learned. An explicit treatment clarifies the program, suggests effective
procedures, and guarantees a coverage which is often lacking with traditional methods.
Much of what is called reading has not been covered, of course, but it may not need to
be taught, for once these basic repertoires have been established, the child begins to
receive automatic reinforcement in responding to textual material.

The same need for a behavioral definition arises in teaching other verbal skills (for
example, a second language) as well as the traditional subjects of education. In
advancing to that level, however, we must transcend a limitation of the device in Figure
2. The student can select a response without being able to speak or write, but we want
him to learn to emit the response, since this is the kind of behavior which he will later
find most useful. The emission of verbal behavior is taught by another kind of machine
(see The Technology of Teaching, page 25). A frame of textual material appearing in a
square opening is incomplete: in place of certain letters or figures there are holes.
Letters or figures can be made to appear in these holes by moving sliders (a keyboard
would be an obvious improvement). When the material has been completed, the student
checks his response by turning a crank. The machine senses the settings of the sliders
and, if they are correct, moves a new frame of material into place, the sliders returning
to their home position. If the response is wrong, the sliders return home, and a second
setting must be made.

The machine can tell the student he is wrong without telling him what is right. This
is an advantage, but it is relatively costly. Moreover, correct behavior is rather rigidly
specified. Such a machine is probably suitable only for the lower grades. A simpler and
cheaper procedure, with greater flexibility, is to allow the student to compare his
written response with a revealed text. The device shown in Figure 3 uses this principle.
It is suitable for verbal instruction beyond the lower primary grades—that is, through
junior high school, high school, and college, and in industrial and professional
education. Programmed material is stored on fan-folded paper tapes. One frame of
material, the size of which may be varied with the nature of the material, is exposed at
a time. The student writes on a separate paper strip. He cannot look at unauthorized
parts of the material without recording the fact that he has done so, because when the
machine has been loaded and closed, it can be opened only by punching the strip of
paper.

The student sees printed material in the large window at the left. This may be a
sentence to be completed, a question to be answered, or a problem to be solved. He
writes his response in an uncovered portion of a paper strip at the right. He then moves
a slider which covers the response he has written with a transparent mask and uncovers
additional material in the larger opening. This may tell him that his response is wrong
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without telling him what is right. For example, it may list a few of the commonest
errors. If the response he wrote is among them, he can try again on a newly uncovered
portion of the paper strip. A further operation of the machine covers his second attempt
and uncovers the correct response. The student records a wrong response by punching a
hole alongside it, leaving a record for the instructor who may wish to review a
student’s performance, and operating a counter which becomes visible at the end of the
set. Then the student records the number of mistakes he has made and may compare it
with a par score for the set.
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FIG. 3. A machine to teach “verbal knowledge.”

Exploratory research in schools and colleges indicates that what is now taught by
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teacher, textbook, lecture, or film can be taught in half the time with half the effort by a
machine of this general type. One has only to see students at work to understand why
this is a conservative estimate. The student remains active. If he stops, the program
stops (in marked contrast with classroom practice and educational television); but there
is no compulsion for he is not inclined to stop. Immediate and frequent reinforcement
sustains a lively interest. (The interest, incidentally, outlasts any effect of novelty.
Novelty may be relevant to interest, but the material in the machine is always novel.)
Where current instructional procedures are highly efficient, the gain may not be so
great. In one experiment involving industrial education there was approximately a 25%
saving in the time required for instruction and something of the order of a 10% increase
in retention, and about 90% of the students preferred to study by the machine. In
general, the student generally likes what he is doing; he makes no effort to escape—for
example, by letting his attention wander. He need not force himself to work and is
usually free of the feeling of effort generated by aversive control. He has no reason to
be anxious about impending examinations, for none are required. Both he and his
instructor know where he stands at all times.

No less important in explaining the success of teaching machines is the fact that each
student is free to proceed at his own rate. Holding students together for instructional
purposes in a class is probably the greatest source of inefficiency in education. Some
efforts to mechanize instruction have missed this point. A language laboratory
controlled from a central console presupposes a group of students advancing at about
the same rate, even though some choice of material is permitted. Television in
education has made the same mistake on a colossal scale. A class of twenty or thirty
students moving at the same pace is inefficient enough, but what must we say of all the
students in half a dozen states marching in a similar lock step?

In trying to teach more than one student at once we harm both fast and slow learners.
The plight of the good student has been recognized, but the slow learner suffers more
disastrous consequences. The effect of pressure to move beyond one’s natural speed is
cumulative. The student who has not fully mastered a first lesson is less able to master
a second. His ultimate failure may greatly exaggerate his shortcoming; a small
difference in speed has grown to an immense difference in comprehension. Some of
those most active in improving education have been tempted to dismiss slow students
impatiently as a waste of time, but it is quite possible that many of them are capable of
substantial, even extraordinary, achievements if permitted to move at their own pace.
Many distinguished scientists, for example, have appeared to think slowly.

One advantage of individual instruction is that the student is able to follow a
program without breaks or omissions. A member of a class moving at approximately
the same rate cannot always make up for absences, and limitations of contact time
between student and teacher make it necessary to abbreviate material to the point at
which substantial gaps are inevitable. Working on a machine, the student can always
take up where he left off or, if he wishes, review earlier work after a longer absence.
The coherence of the program helps to maximize the student’s success, for by
thoroughly mastering one step he is optimally prepared for the next. Many years ago, in
their Elementary Principles of Education, Thorndike and Gates considered the
possibility of a book “so arranged that only to him who had done what was directed on
page one would page two become visible, and so on.” With such a book, they felt,
“much that now requires personal instruction could be managed by print.” The teaching
machine is, of course, such a book.
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In summary, then, machine teaching is unusually efficient because (1) the student is
frequently and immediately reinforced, (2) he is free to move at his natural rate, and (3)
he follows a coherent sequence. These are the more obvious advantages, and they may
well explain current successes. But there are more promising possibilities: the
conditions arranged by a good teaching machine make it possible to apply to education
what we have learned from laboratory research and to extend our knowledge through
rigorous experiments in schools and colleges.

The conceptions of the learning process which underlie classroom practices have
long been out of date. For example, teachers and textbooks are said to “impart
information.” They expose the student to verbal and nonverbal material and call
attention to particular features of it, and in so doing they are said to “tell the student
something.” In spite of discouraging evidence to the contrary, it is still supposed that if
you tell a student something, he then knows it. In this scheme, teaching is the
transmission of information, a notion which, through a false analogy, has acquired
undue prestige from communication engineering. Something is undoubtedly
transmitted by teacher to student, for if communication is interrupted, instruction
ceases; but the teacher is not merely a source from which knowledge flows into the
student. We cannot necessarily improve instruction by altering the conditions of
transmission—as, for example, by changing to a different sensory modality. This is a
mistake made by some so-called teaching machines which, accepting our failure to
teach reading, have tried to restore communication by using recorded speech. The
student no longer pores over a book, as in the traditional portrait; he stares into space
with earphones on his head. For the same reasons, improvements in the coding of
information may not be immediately relevant.

The student is more than a receiver of information. He must take some kind of
action. The traditional view is that he must “associate.” The stream of information
flowing from teacher to student contains pairs of items which, being close together or
otherwise related, become connected in the student’s mind. This is the old doctrine of
the association of ideas, now strengthened by a scientific, if uncritical, appeal to
conditioned reflexes: two things occurring together in experience somehow become
connected so that one of them later reminds the student of the other. The teacher has
little control over the process except to make sure that things occur together often and
that the student pays attention to them—for example, by making the experiences vivid
or, as we say, memorable. Some devices called teaching machines are simply ways of
presenting things together in ways which attract attention. The student listens to
recorded speech, for example, while looking at pictures. The theory is that he will
associate these auditory and visual presentations.

But the action demanded of the student is not some sort of mental association of
contiguous experiences. It is more objective and, fortunately, more controllable than
that. To acquire behavior, the student must engage in behavior. This has long been
known. The principle is implied in any philosophy of “learning by doing.” But it is not
enough simply to acknowledge its validity. Teaching machines provide the conditions
needed to apply the principle effectively.

Only in the early stages of education are we mainly interested in establishing forms
of behavior. In the verbal field, for example, we teach a child to speak, eventually with
acceptable accent and pronunciation, and later to write and spell. After that, topography
of behavior is assumed; the student can speak and write and must now learn to do so
appropriately—that is, he must speak or write in given ways under given
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circumstances. How he comes to do so is widely misunderstood. Education usually
begins by establishing so-called formal repertoires. The young child is taught to “echo”
verbal behavior in the sense of repeating verbal stimuli with reasonable accuracy. A
little later he is taught to read—to emit verbal behavior under the control of textual
stimuli. These and other formal repertoires are used in later stages of instruction to
evoke new responses without “shaping” them.

In an important case of what we call instruction, control is simply transferred from
so-called formal to thematic stimuli. When a student learns to memorize a poem, for
example, it is clearly inadequate to say that by reading the poem he presents to himself
its various parts contiguously and then associates them. He does not simply read the
poem again and again until he knows it. (It is possible that he could never learn the
poem in that way.) Something else must be done, as anyone knows who has memorized
a poem from the text. The student must make tentative responses while looking away
from the text. He must glance at the text from time to time to provide fragmentary help
in emitting a partially learned response. If a recalled passage makes sense, it may
provide its own automatic confirmation, but if the passage is fragmentary or obscure,
the student must confirm the correctness of an emitted response by referring to the text
after he has emitted it.

A teaching machine facilitates this process. It presents the poem line by line and asks
the student to read it. The text is then “vanished”—that is, it becomes less and less
clear or less and less complete in subsequent presentations. Other stimuli (arising from
the student’s own behavior in this case) take over. In one procedure a few unimportant
letters are omitted in the first presentation. The student reads the line without their help
and indicates his success by writing down the omitted letters, which are confirmed by
the machine. More of the line is missing when it again appears, but because he has
recently responded to a fuller text, the student can nevertheless read it correctly.
Eventually, no textual stimulus remains, and he can “recite” the poem.

(If the reader wishes to try this method on a friend or member of his family without a
machine, he may do so by writing the poem on a chalk board in a clear hand, omitting a
few unimportant letters. He should ask his subject to read the poem aloud but to make
no effort to memorize it. He should then erase another selection of letters. He will have
to guess at how far he can go without interfering with his subject’s success on the next
reading, but under controlled conditions this could be determined for the average
student quite accurately. Again the subject reads the poem aloud, making no effort to
memorize, though he may have to make some effort to recall. Other letters are then
erased and the process repeated. For a dozen lines of average material, four or five
readings should suffice to eliminate the text altogether. The poem can still be “read.”)

Memorized verbal behavior is a valuable form of knowledge which has played an
important role in classical education. There are other, and generally more useful, forms
in which the same processes are involved. Consider, for example, a labeled picture. To
say that such an instructional device “tells the student the name of the pictured object”
is highly elliptical—and dangerous if we are trying to understand the processes
involved. Simply showing a student a labeled picture is no more effective than letting
him read a poem. He must take some sort of action. As a formal stimulus, the label
evokes a verbal response, not in this case in the presence of other verbal behavior on
the part of the student, but in the presence of the picture. The control of the response is
to pass from the label to the picture; the student is to give the name of the pictured
object without reading it.
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The steps taken in teaching with labeled pictures can also be arranged particularly
well with a machine. Suppose we are teaching medical-school anatomy at the textbook
level. Certain labeled charts represent what is to be learned in the sense that the student
will eventually (1) give the names of indicated parts and describe relations among them
and (2) be able to point to, draw, or construct models of parts, or relations among them,
given their names. To teach the first of these, we induce the student to describe
relations among the parts shown on a fully labeled chart. One effect of this is that he
executes the verbal behavior at issue—he writes the names of the parts. More
important, he does this while, or just after, looking at corresponding pictured details.
He will be able to write the names again while looking at a chart which shows only
incomplete names, possibly only initial letters. Finally, he will be able to supply the
complete names of parts identified only by number on still another chart. His verbal
responses have passed from the control of textual stimuli to that of pictured anatomical
details. Eventually, as he studies a cadaver, the control will pass to the actual anatomy
of the human body. In this sense he then “knows the names of the parts of the body and
can describe relations among them.”

(The device shown in Figure 3 is designed to skip one or two steps in “vanishing”
textual stimuli. A fully labeled chart may be followed by a merely numbered one. The
student writes the name corresponding to a number in the first space. If he cannot do
this, he operates the machine to uncover, not merely some indication that he is right or
wrong, but additional help—say, a few letters of the correct response.)

Learning a poem or the names of pictured objects is a relatively straightforward task.
More complex forms of knowledge require other procedures. At an early point, the
main problem becomes that of analyzing knowledge. Traditionally, for example,
something called a “knowledge of French” is said to permit the student who possesses
it to do many things. One who possesses it can (1) repeat a French phrase with a good
accent, (2) read a French text in all the senses of reading listed above, (3) take dictation
in French, (4) find a word spoken in French on a printed list, (5) obey instructions
spoken in French, (6) comment in French upon objects or events, (7) give orders in
French, and so on. If he also “knows English,” he can give the English equivalents of
French words or phrases or the French equivalents of English words or phrases.

The concept of “a knowledge of French” offers very little help to the would-be
teacher. As in the case of reading, we must turn to the behavioral repertoires
themselves, for these are all that have ever been taught when education has been
effective. The definition of a subject matter in such terms may be extraordinarily
difficult. Students who are “competent in first-year college physics,” for example,
obviously differ from those who are not—but in what way? Even a tentative answer to
that question should clarify the problem of teaching physics. It may well do more. In
the not-too-distant future much more general issues in epistemology may be
approached from the same direction. It is possible that we shall fully understand the
nature of knowledge only after having solved the practical problems of imparting it.

Until we can define subject matters more accurately and until we have improved our
techniques of building verbal repertoires, writing programs for teaching machines will
remain something of an art. This is not wholly satisfactory, but there is some
consolation in the fact that an impeccable authority on the excellence of a program is
available. The student himself can tell the programmer where he has failed. By
analyzing the errors made by even a small number of students in a pilot study, it is
usually possible to work a great improvement in an early version of a program. (The
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machine shown in Figure 3 is designed to supply the necessary feedback to the
programmer in a convenient form. When a student punches an error, he marks the back
of the printed material, which eventually carries an item-by-item record of the success
or failure of the programmer. This is obviously valuable during the experimental stages
of programming, but it will also be desirable when machines are widely used in schools
and colleges, since publishers can then periodically call in programs to be studied and
improved by their authors. The information supplied might be compared to a record
showing the percentage of students who have misunderstood each sentence in a text.)

The teaching machine shown in Figure 3 falls far short of the “electronic
classrooms” often visualized for the schools and colleges of the future. Many of these,
often incorporating small computers, are based on misunderstandings of the learning
process. They are designed to duplicate current classroom conditions. When instruction
is badly programmed, a student often goes astray, and a teacher must come to his
rescue. His mistakes must be analyzed and corrected. This may give the impression that
instruction is largely a matter of correcting errors. If this were the case, an effective
machine would, indeed, have to follow the student into many unprofitable paths and
take remedial action. But under proper programming nothing of this sort is required. It
is true that a relatively important function of the teacher will be to follow the progress
of each student and to suggest collateral material which may be of interest, as well as to
outline further studies, to recommend changes to programs of different levels of
difficulty, and so on, and to this extent a student’s course of study will show
“branching.” But changes in level of difficulty or in the character of the subject need
not be frequent and can be made as the student moves from one set of material to
another.

Teaching machines based on the principle of “multiple choice” also often show a
misunderstanding of the learning process. When multiple-choice apparatuses were first
used, the organism was left to proceed by “trial and error.” The term does not refer to a
behavioral process but simply to the fact that contingencies of reinforcement were left
to chance: some responses happened to be successful and others not. Learning was not
facilitated or accelerated by procedures which increased the probability of successful
responses. The results, like those of much classroom instruction, suggested that errors
were essential to the learning process. But when material is carefully programmed,
both subhuman and human subjects can learn while making few errors or even none at
all. Recent research by Herbert S. Terrace, for example, has shown that a pigeon can
learn to discriminate colors practically without making mistakes. The control exerted
by color may be passed, via a vanishing technique, to more difficult properties of
stimuli—again without error. Of course we learn something from our mistakes—for
one thing, we learn not to make them again—but we acquire behavior in other ways.

The teaching machines of S. J. Pressey, the first psychologist to see the “coming
industrial revolution in education,” were mechanical versions of self-scoring test forms,
which Pressey and his students also pioneered. They were not designed for
programmed instruction in the present sense. The student was presumed to have studied
a subject before coming to the machine. By testing himself, he consolidated what he
had already partially learned. For this purpose a device which evaluated the student’s
selection from an array of multiple-choice items was appropriate. For the same purpose
multiple-choice material can, of course, be used in all the machines described above.
But several advantages of programmed instruction are lost when such material is used
in straightforward instruction.
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In the first place, the student should construct rather than select a response, since this
is the behavior he will later find useful. Secondly, he should advance to the level of
being able to emit a response rather than merely recognize a given response as correct.
This represents a much more considerable achievement, as the difference between the
sizes of reading and writing vocabularies in a foreign language demonstrates. Thirdly,
and more important, multiple-choice material violates a basic principle of good
programming by inducing the student to engage in erroneous behavior. Those who
have written multiple-choice tests know how much time, energy, and ingenuity are
needed to construct plausible wrong answers. (They must be plausible or the test will
be of little value.) In a multiple-choice test, they may do no harm, since a student who
has already learned the right answer may reject wrong answers with ease and possibly
with no undesirable side-effects. The student who is learning, however, can scarcely
avoid trouble. Traces of erroneous responses survive in spite of the correction of errors
or the confirmation of a right answer. In multiple-choice material designed to teach
“literary appreciation,” for example, the student is asked to consider three or four
plausible paraphrases of a passage in a poem and to identify the most acceptable. But
as the student reads and considers inacceptable paraphrases, the very processes which
the poet himself used in making his poem effective are at work to destroy it. Neither
the rigorous correction of wrong choices nor the confirmation of a right choice will free
the student of the verbal and nonverbal associations thus generated.

Scientific subjects offer more specific examples. Consider an item such as the
following, which might be part of a course in high school physics:

As the pressure of a gas increases, volume decreases. This is because:
(a) the space between the molecules grows smaller
(b) the molecules are flattened
(c) etc....

Unless the student is as industrious and as ingenious as the multiple-choice
programmer, it will probably not have occurred to him that molecules may be flattened
as a gas is compressed (within the limits under consideration). If he chooses item (b)
and is corrected by the machine, we may say that he “has learned that it is wrong,” but
this does not mean that the sentence will never occur to him again. And if he is unlucky
enough to select the right answer first, his reading of the plausible but erroneous
answer will be corrected only “by implication”—an equally vague and presumably less
effective process. In either case, he may later find himself recalling that “somewhere he
has read that molecules are flattened when a gas is compressed.” And, of course,
somewhere he has.

Multiple-choice techniques are appropriate when the student is to learn to compare
and choose. In forming a discrimination (as with the device shown in Figure 2), an
organism must be exposed to at least two stimuli, one of which may be said to be
wrong. Similarly, in learning to “troubleshoot” equipment there may be several almost
equally plausible ways of correcting a malfunction. Games offer other examples. A
given hand at bridge may justify several bids or plays, no one of which is wholly right
and all the others wrong. In such cases, the student is to learn the most expedient
course to be taken among a natural array of possibilities. This is not true in the simple
acquisition of knowledge—particularly verbal knowledge—where the task is only
rarely to discriminate among responses in an array. In solving an equation, reporting a
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fact of history, restating the meaning of a sentence, or engaging in almost any of the
other behavior which is the main concern of education, the student is to generate
responses. He may generate and reject, but only rarely will he generate a set of
responses from which he must then make a choice.

It may be argued that machines which provide for branching and decision-making
are designed to teach more than verbal repertoires—in particular, that they will teach
thinking. There are strategies in choosing from an array, for example, which require
kinds of behavior beyond the mere emission of correct responses. We may agree to this
without questioning the value of knowledge in the sense of a verbal repertoire. (The
distinction is not between rote and insightful learning, for programmed instruction is
especially free of rote memorizing in the etymological sense of wearing down a path
through repetition.) If an “idea” or “proposition” is defined as something which can be
expressed in many ways, then it may be taught by teaching many of these “ways.”
What is learned is more likely to generalize to comparable situations than a single
syntactical form, and generalization is what distinguishes so-called deeper
understanding.

But not all thinking is verbal. There are, first of all, alternative, parallel nonverbal
repertoires. The mathematician begins with a verbal problem and ends with a verbal
solution, but much of his intervening behavior may be of a different nature. The student
who learns to follow or construct a proof entirely by manipulating symbols may not
engage in this kind of thinking. Similarly, a merely verbal knowledge of physics, as
often seen in the student who has “memorized the text,” is of little interest to the
serious educator. Laboratories and demonstrations sometimes supply contingencies
which build some nonverbal knowledge of physics. Special kinds of teaching machines
could help, for machines are not only not confined to verbal instruction, they may well
make it possible to reduce the emphasis on verbal communication between teacher and
student.

A more clear-cut example of the distinction between verbal and nonverbal thinking
is musical composition. The composer who “thinks musically” does more than perform
on an instrument or enjoy music. He also does more than use musical notation. In some
sense he “thinks” pitches, intervals, melodies, harmonic progressions, and so on. It
should not surprise us that individuals differ greatly in their abilities to do this, since
the necessary contingencies are in very short supply. One might attack the problem by
setting up an explicit kinesthetic repertoire in which “thinking a pitch” takes the form
of identifying a position on a keyboard. A device which arranges the necessary
contingencies is under development. With its help we may discover the extent to which
students can in general learn (and at what ages they can learn most effectively) to strike
a key which produces a tone which has just been heard. Similar devices might generate
important forms of nonverbal mathematical behavior or the behavior exhibited, say, by
an inventor conceiving of a device in three dimensions, as well as creative repertoires
in other forms of art. Here is an extraordinary challenge to the technology of
instrumentation.

There is another sense in which the student must learn to think. Verbal and
nonverbal repertoires may prepare him to behave in effective ways, but he will
inevitably face novel situations in which he cannot at first respond appropriately. He
may solve such problems, not by exercising some mental ability, but by altering either
the external situation or the relative probabilities of an adequate response.

In this sense, thinking consists of a special repertoire which we may call self-
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management. For example, the student may alter the extent to which the environment
affects him by “attending” to it in different ways. As one step in teaching thinking we
must teach effective attending. The phrase “Pay attention!” is as common on the lips of
teachers as “Open, please” on those of dentists—and for much the same reason: both
phrases set up working conditions. The student may pay attention to avoid punishment
and in doing so many learn to pay attention, but where aversive sanctions have been
given up, teachers have resorted to attracting and holding attention. The techniques of
the publication and entertainment industries are extensively invoked. Primers are
usually decorated with colored pictures, and high school textbooks are sometimes
designed to resemble picture magazines. Films dramatize subject matters in
competition with noneducational films and television.

Attention which is captured by attractive stimuli must be distinguished from
attention which is “paid.” Only the latter must be learned. Looking and listening are
forms of behavior, and they are strengthened by reinforcement. A pigeon can learn to
match colors, for example, only if it “pays attention to them.” The experimenter makes
sure that it does so, not by attracting its attention, but by reinforcing it for looking.
Similarly, a well-taught student pays attention to sentences, diagrams, samples of
recorded speech and music, and so on, not because they are attractive but because
something interesting occasionally happens after he has paid attention.

Most audio-visual devices fail to teach attention because they stimulate the student
before he looks or listen closely. No matter how well a four-colored text or a
dramatically filmed experiment in physics attracts attention, it prepares the student only
for comics, advertising, picture magazines, television programs, and other material
which is interesting on its face. What is wanted is an adult who, upon seeing a page of
black-and-white text, will read it because it may prove interesting. Unfortunately, the
techniques associated with captured and paid attention are incompatible. Whenever a
teacher attracts the attention of a student, he deprives him of an opportunity to learn to
pay attention. Teaching machines, with their control over the consequences of action,
can make sure that paying attention will be effectively reinforced.

Another activity associated with thinking is studying—not merely looking at a text
and reading it but looking and reading for the sake of future action. Suppose we show a
child a picture and later, in the absence of the picture, reinforce him generously for
correct answers to questions about it. If he has done nothing like this before, he will
probably not be very successful. If we then show him another picture, he may begin to
behave in a different way: he may engage in behavior which will increase the
probability that he will later answer questions correctly. It will be to his advantage (and
to ours as educators) if this kind of behavior is taught rather than left to chance. We
teach a student “how to study” when we teach him to take notes, to rehearse his own
behavior, to test himself, to organize, outline, and analyze, to look for or construct
mnemonic patterns, and so on. Some of these behaviors are obvious, but others are of
more subtle dimensions and admittedly hard to teach. Machines have an advantage in
maintaining the contingencies required for indirect or mediated reinforcement.

Other aspects of thinking, including the solution of personal problems, can also be
analyzed and directly programmed. This is not current practice, however. Students are
most often “taught to think” simply by thrusting them into situations in which already
established repertoires are inadequate. Some of them modify their behavior or the
situation effectively and come up with solutions. They may have learned, but they have
not necessarily been taught, how to think.
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Logicians, mathematicians, and scientists have often tried to record and understand
their own thinking processes, but we are still far from a satisfactory formulation of all
relevant behaviors. Much remains to be learned about how a skillful thinker examines a
situation, alters it, samples his own responses with respect to it, carries out specific
verbal manipulations appropriate to it, and so on. It is quite possible that we cannot
teach thinking adequately until all this has been analyzed. Once we have specified the
behavior, however, we have no reason to suppose that it will then be any less adaptable
to programmed instruction than simple verbal repertoires.

Teaching machines and the associated practices of programmed instruction will have
proved too successful if their practical consequences are allowed to overshadow their
promise for the future. We need teaching machines to help solve a very pressing
problem, but we also need them to utilize our basic knowledge of human behavior in
the design of entirely new educational practices.

Teaching machines are an example of the technological application of basic science.
It is true that current machines might have been designed in the light of classroom
experience and common sense, and that explanations of why they are effective can be
paraphrased in traditional terms. The fact remains that more than half a century of the
self-conscious examination of instructional processes had worked only moderate
changes in educational practices. The laboratory study of learning provided the
confidence, if not all the knowledge, needed for a successful instrumental attack on the
status quo. Traditional views may not have been actually wrong, but they were vague
and were not entertained with sufficient commitment to work substantial technological
changes.

As a technology, however, education is still immature, as we may see from the fact
that it defines its goals in terms of traditional achievements. Teachers are usually
concerned with reproducing the characteristics and achievements of already educated
men. When the nature of the human organism is better understood, we may begin to
consider not only what man has already shown himself to be, but what he may become
under carefully designed conditions. The goal of education should be nothing short of
the fullest possible development of the human organism. An experimental analysis of
behavior, carried out under the advantageous conditions of the laboratory, will
contribute to progress toward that goal. So will practical experiments conducted in
schools and colleges with the help of adequate instrumentation.

From Harvard Educational Review, 1961, 31, 377-398.
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Reflections on a Decade of Teaching Machines

To the general public, and to many educators as well, the nature and scope of teaching
machines are by no means clear. There is an extraordinary need for more and better
teaching, and any enterprise which may help to meet it will not be left to develop
normally. The demand for information about teaching machines has been excessive.
Articles and books have been published and lectures given; symposia have been
arranged, and conferences and workshops have been held and courses taught. Those
who have had anything useful to say have said it far too often, and those who have had
nothing to say have been no more reticent.

Education is big business. Teaching machines were soon heralded as a growth
industry, and fantastic predictions of the sales of programed texts were circulated.
Devices have been sold as teaching machines which were not well built or designed
with any understanding of their function or the practical exigencies of their use. No
author was ever more warmly received by a publisher than the author of a programed
text. Many programs, to be used either with machines or in textbook form, have been
marketed without adequate evaluation.

Teachers and Devices

The “mechanizing of education” has been taken literally in the sense of doing by
machine what was formerly done by people. Some of the so-called computer-based
teaching machines are designed simply to duplicate the behavior of teachers. To
automate education with mechanical teachers is like automating banking with
mechanical tellers and bookkeepers. What is needed in both cases is an analysis of the
functions to be served, followed by the design of appropriate equipment. Nothing we
now know about the learning process calls for very elaborate instrumentation.

Educational specialists have added to the confusion by trying to incorporate the
principles upon which teaching machines are based into older theories of learning and
teaching.

In the broadest sense, teaching machines are simply devices which make it possible
to apply our technical knowledge of human behavior to the practical field of

education. ! Teaching is the expediting of learning. Students learn without teaching, but
the teacher arranges conditions under which they learn more rapidly and effectively. In
recent years, the experimental analysis of behavior has revealed many new facts about
relevant conditions. The growing effectiveness of an experimental analysis is still not
widely recognized, even within the behavioral sciences themselves, but the
implications of some of its achievements for education can no longer be ignored.

An important condition is the relation between behavior and its consequences;
learning occurs when behavior is “reinforced.” The power of reinforcement is not
casily appreciated by those who have not had firsthand experience in its use or have not
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at least seen some sort of experimental demonstration. Extensive changes in behavior
can be brought about by arranging so-called contingencies of reinforcement. Various
kinds of contingencies are concealed in the teacher’s discussions with his students, in
the books he gives them to read, in the charts and other materials he shows them, in the
questions he asks them, and in the comments he makes on their answers. An
experimental analysis clarifies these contingencies and suggests many improvements.

Shaping by Program

An important contribution has been the so-called “programing” of knowledge and skills
—the construction of carefully arranged sequences of contingencies leading to the
terminal performances which are the object of education. The teacher begins with
whatever behavior the student brings to the instructional situation; by selective
reinforcement, he changes that behavior so that a given terminal performance is more
and more closely approximated. Even with lower organisms, quite complex behaviors
can be “shaped” in this way with surprising speed; the human organism is presumably
far more sensitive. So important is the principle of programing that it is often regarded
as the main contribution of the teaching-machine movement, but the experimental
analysis of behavior has much more to contribute to a technology of education.

The direct contact which often exists between teacher and student favors the
construction of programed sequences, and the teacher who understands the process can
profit from the opportunity to improvise programs as he goes. Programs can be
constructed in advance, however, which will successfully shape the behavior of most
students without local modifications, and many of them can conveniently be mediated
by mechanical devices. Laboratory studies have shown that contingencies emphasizing
subtle properties of behavior can often be arranged only through instrumentation. There
are potentially as many different kinds of teaching machines as there are kinds of
contingencies of reinforcement.

Teaching machines which present material to the student and differentially reinforce
his responses in well constructed programs differ in several ways from self-testing
devices and self-scoring test forms, as well as from the training devices which have
long been used by industry and the armed services. As Pressey pointed out many years

ago,2 a student will learn while taking a multiple-choice test if he is told immediately
whether his answers are right or wrong. He learns not to give wrongs answers again,
and his right answers are strengthened. But testing has traditionally been distinguished
from teaching for good reason. Before using a self-testing device, the student must
already have studied the subject and, presumably, learned most of what he is to learn
about it. Tests usually occupy only a small part of his time. Their main effect is
motivational: A poor score induces him to study harder and possibly more effectively.
Materials designed to be used in self-testing devices have recently been programed, but
the contingencies which prevail during a test are not favorable to the shaping and
maintaining of behavior.

Conventional training devices arrange conditions under which students learn, usually
by simulating the conditions under which they eventually perform. Their original
purpose was to prevent injury or waste during early stages of learning, but attention has
recently been given to programing the actual behaviors they are designed to teach. To
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the extent that they expedite learning, they are teaching machines. Terminal
performances have usually been selected for practical reasons, but a more promising
possibility is the analysis and programing of basic motor and perceptual skills—a goal
which should have an important place in any statement of educational policy.

In arranging contingencies of reinforcement, machines do many of the things
teachers do; in that sense, they teach. The resulting instruction is not impersonal,
however. A machine presents a program designed by someone who knew what was to
be taught and could prepare an appropriate series of contingencies. It is most effective
if used by a teacher who knows the student, has followed his progress, and can adapt
available machines and materials to his needs. Instrumentation simply makes it
possible for programer and teacher to provide conditions which maximally expedite
learning. Instrumentation is thus secondary, but it is nevertheless inevitable if what is
now known about behavior is to be used in an effective technology.

The New Pedagogy

Any practical application of basic knowledge about teaching and learning is, of course,
pedagogy. In the United States at least, the term is now discredited, but by emphasizing
an analysis of learning processes, teaching machines and programed instruction have
been responsible for some improvement in its status. The significance of the teaching
machine movement can be indicated by noting the astonishing lack of interest which
other proposals for the improvement of education show in the teaching process.

Find better teachers. In his Talks to Teachers, William James insisted that there was
nothing wrong with the American school system which could not be corrected by

“impregnating it with geniuses,”3 It is an old formula: If you cannot solve a problem,
find someone who can. If you do not know how to teach, find someone who knows or
can find out for himself. But geniuses are in short supply, and good teachers do not

come ready-made. Education would no doubt be improved if, as Conant* has
repeatedly pointed out, good teachers who know and like the subjects they teach could
be attracted and retained. But something more is needed. It is not true that “the two

essentials of a good teacher are (a) enthusiasm and (b) thorough knowledge of an

interest in his subject.”5 A third essential is knowing how to teach.

Emulate model schools. Rickover’s criticism of the present American school system

is well known.® His only important positive suggestion is to set up model schools,
staffed by model teachers. The implication is that we already have, or at least can have
for the asking, schools which need no improvement and whose methods can be widely
copied. This is a dangerous assumption if it discourages further inquiry into instruction.

Simplify what is to be learned. Unsuccessful instruction is often blamed on refractory
subject matters. Difficulties in teaching the verbal arts are often attributed to the
inconsistencies and unnecessary complexities of a language. The pupil is taught
manuscript handwriting because it more closely resembles printed forms. He is taught
to spell only those words he is likely to use. Phonetic alphabets are devised to help him
learn to read. It may be easier to teach such materials, but teaching itself is not thereby
improved. Effective teaching would correct these pessimistic estimates of available
instructional power.

Reorganize what is to be learned. The proper structuring of a subject matter is
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perhaps a part of pedagogy, but it can also serve as a mode of escape. Proposals for
improving education by reorganizing what is to be learned usually contain an implicit
assumption that students will automatically perceive and remember anything which has
“good form”—a doctrine probably traceable to Gestalt psychology. Current revisions
of high school curricula often seem to lean heavily on the belief that if what the student
is to be taught has been “structured,” he cannot help understanding and remembering

it.” Other purposes of such revisions cannot be questioned: Materials should be up to
date and well organized. But a high school presentation acceptable to a current
physicist is no more easily taught or easily remembered than the out-of-date and
erroneous material to be found in texts of a decade or more ago. Similarly, the accent
of a native speaker encountered in a language laboratory is no more easily learned than
a bad accent. No matter how well structured a s